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Abstract: Voice Activity Detection (VAD) is a root component in Human-Robot Interaction (HRI), especially for use 

cases such as a self-learning personalized conversational robot partner designed to support elderly users with 

high acceptance. While state-of-the-art, lightweight deep-learning–based VAD models achieve high 

precision, they often struggle with low recall in environments with significant background noise or music. In 

contrast, traditional lightweight rule-based VAD methods tend to yield higher recall but at the expense of 

precision. These limitations can negatively affect user experience, particularly among elderly individuals, by 

causing frustration from missed spoken inputs and reducing overall usability and acceptance of the 

conversational robot partners. This study investigates noise-suppressing preprocessing techniques to enhance 

both the recall and precision of existing VAD systems. Experimental results demonstrate that effective noise 

suppression prior to VAD processing substantially improves voice detection accuracy in noisy settings, 

ultimately promoting better interaction quality in elderly-centric robotic applications. Moreover, optimal 

sample rate, frame duration, thresholds and voice activity modes were identified for the robot Double3—the 

conversational robot partner platform for seniors in a care home, co-creatively developed by reflecting with 

the nursing staff. An open-source dataset and a dataset collected and annotated in-house with the Double3 

robot were evaluated for robustness in benchmarks.  

1 INTRODUCTION 

Voice Activity Detection (VAD) is a fundamental 

component in Human-Robot Interaction (HRI), 

particularly for a self-learning Conversational Robot 

Partner (CRP) designed for elderly users operating in 

indoor noisy environments. Robust VAD is essential 

for enabling these systems to effectively separate 

spoken content from ambient noise, thereby 

supporting self-learning personalized processes and 

maintaining contextual awareness through speaker 

diarization, speech recognition, and large language 

model-based text generation. Achieving high recall 

ensures no relevant speech is missed, while high 

precision minimizes the downstream tasks’ 

processing of non-speech segments. This balance 

enhances interaction quality and optimizes resource 

utilization, energy consumption, and bandwidth 

efficiency. [1] 

State-of-the-art lightweight deep learning VAD 

Silero [2] and rule-based VAD WebRTC [3] excel in 

high precision and recall respectively in 

environments with background noise or music. 

However, Silero often suffers from low recall, while 

WebRTC struggles with low precision. This can 

frustrate the elderly users and ultimately reduce the 

usability and acceptance of the system. A noise 

suppression methodology as a preprocessing step to 

the VADs is investigated to address these 

shortcomings without sacrificing their strengths. This 

approach effectively mitigates the limitations 

inherent to each system, preserving their advantages 

while enhancing overall performance. 

The CRP born from the project EduXBot1,2 is 

developed for German senior residents at a nursing 

home facility in indoor noisy environments by 

evaluating and reflecting with the nursing staff. Most 

modern VADs are mainly developed for English and 

1 https://www.hs-anhalt.de/eduxbot/uebersicht.html 
2 https://drks.de/search/de/trial/DRKS00034195 
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their range of dominant frequencies lies from 1000 

Hz to 2000 Hz, whereas the German language is from 

125 Hz to 3000 Hz. [4] However, language 

agnosticism has been studied and results show no 

significant difference between the accuracy of 

German and English languages in various SOTA 

VAD benchmarks. [5] Therefore, this is not 

considered in this study. 

Furthermore, since supervised learning based 

VADs such as Silero are susceptible to acoustic 

mismatch in different environments, experiments 

with the open-source dataset AVA Speech and a 

custom-recorded and annotated dataset based on the 

Double3 robot were conducted. [6][7] This is to prove 

that no separate training would be necessary, which is 

normally inherent in unsupervised VADs and noise 

grouping. [8][9][10][11] Finally, the optimal 

sampling rate, frame duration and VAD 

Modes/thresholding value were identified for the 

CRP development platform Double3 in which the 

VAD was deployed. The Double3 platform 

demonstrated consistent acceptance among nursing 

staff, as evidenced by increased System Usability 

Scale (SUS) scores across three iterations, rising 

progressively from below 70 to above 75. [12]  

2 BACKGROUND 

2.1 Base Models 

Two lightweight voice activity detection (VAD) 

models in our experiments are employed: one based 

on deep learning and the other rule-based. The deep-

learning-based model utilized is Silero, a lightweight 

VAD trained on datasets covering over 6,000 

languages. Silero employs Short-Time Fourier 

Transform (STFT) as features and operates efficiently 

at a sampling rate of 16 kHz with a 30ms frame 

duration. Processing each frame requires less than 

1ms on a single CPU thread, making it highly suitable 

for real-time applications [2]. Additionally, the model 

allows adjustable parameters, including threshold 

levels and minimum durations for speech and silence, 

enabling effective customization for various use 

cases.  

In contrast, WebRTC is a rule-based VAD model 

utilizing Gaussian Mixture Models (GMM). It 

processes six frequency bands ranging from 80 Hz to 

4000 Hz, represented as log-energy values. 

Optimized for real-time web communication through 

fixed-point arithmetic operations, WebRTC is highly 

suitable for deployment on edge devices due to its 

lightweight design. It supports multiple sampling 

rates of 8, 16, and 32 kHz and accepts frame durations 

of 10, 20, and 30ms. The presence of voice activity is 

determined by applying predefined rule-based 

criteria, enhancing its efficiency in real-time 

scenarios [3]. 

2.2 Datasets 

Our experiments were conducted using two distinct 

datasets. The first dataset is the open-source AVA 

Speech dataset, which consists of densely annotated 

audio clips recorded at sampling rates of 44.1 kHz 

and 48 kHz. The dataset provides approximately 40 

hours of audio segmented into four categories: no 

speech, clean speech, speech with music, and speech 

with noise. Specifically, clean speech segments 

account for 14.55%, speech with music 13.46%, 

speech with noise 24.32%, and no speech 47.68% of 

the total duration. The signal-to-noise ratios (SNR) 

for clean speech, speech with music, and speech with 

noise segments are 40.8 dB, 11.7 dB, and 16.2 dB, 

respectively [7]. 

Figure 1: Annotation procedure with Audacity for the in-

house Double3 dataset for the first 31.5 seconds. 

The second dataset was collected in-house using a 

Double3 robot’s microphone, incorporating typical 

environmental background noises such as coffee 

machines, doors opening and closing, keyboard 

typing, mouse clicks, and background music in an 

indoor environment similar to the nursing home’s 

communal space. This verification dataset, recorded 

at a sampling rate of 44.1 kHz, comprises 

approximately 20 minutes of densely annotated 

audio. Annotations were conducted manually using 

the Audacity software [13], by carefully listening, 

analyzing waveforms and spectrograms (see 

Figure 1). The speech segments were directly labeled 

using Audacity, while the remaining non-speech 

segments were identified and annotated using a 

Python script based on gaps between speech 

segments. The speech segment accounts for 58.02% 

and non-speech 41.98% of the total duration.  
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2.3 Noise Suppression 

Recent advancements in lightweight, real-time deep 

learning-based noise suppression and speech 

enhancement methods, such as DeepFilterNet, have 

significantly improved the feasibility of deploying 

efficient models on edge devices, including robotic 

platforms equipped with embedded systems [14]. In 

our study, the DeepFilterNet2 (DFN2) model was 

explored as a preprocessing step prior to the VAD 

stage. [14] DFN2 leverages the harmonic structure 

inherent in speech signals, achieving efficient speech 

enhancement with a real-time factor of 0.04, thus 

ensuring suitability for real-time applications. [14] 

3 METHODOLOGY 

The first objective of this study is to evaluate the 

performance and limitations of the lightweight VAD 

models Silero (deep-learning-based) and WebRTC 

(GMM-based) by benchmarking them against the 

AVA Speech and in-house Double3 datasets. 

Initially, WebRTC was benchmarked against both 

datasets across various sampling rates (8, 16, and 32 

kHz), frame durations (10, 20, and 30ms), and VAD 

operational modes (0, 1, 2, and 3). The VAD mode 

"0" corresponds to the lowest detection threshold, 

while mode "3" represents the highest detection 

threshold, with incremental steps (1 and 2) between 

each mode. This resulted in 36 benchmark 

combinations for each dataset, measuring recall and 

precision. The benchmarks were calculated based on 

the total duration of speech detected rather than the 

number of segments, ensuring better accuracy.   

The second objective is to investigate the impact 

of employing the DeepFilterNet2 (DFN2) noise 

suppression preprocessing technique to mitigate the 

limitations identified in the lightweight VAD models 

while preserving their performance. The final 

objective is to determine the optimal sampling rate, 

frame duration, threshold values, and operational 

modes for the VAD models when applied to the 

Double3-based CRP.  

For Silero, only the threshold parameter was 

varied, evaluated at equal intervals from 0 to 1, while 

maintaining fixed sampling rate and frame duration 

(16 kHz and 30ms, respectively), as these are the only 

supported settings relevant for this study. The 

evaluation process was subsequently repeated after 

applying the DFN2 preprocessing step to assess its 

impact on Silero's performance.  

4 RESULTS 

This section follows the structure outlined in the 

previous methodology section. First, the baseline 

results obtained using WebRTC and Silero are 

presented. Subsequently, the results achieved after 

incorporating the DNF2 noise suppression technique 

as a preprocessing step are discussed. 

4.1 Base Results 

WebRTC was benchmarked using the AVA Speech 

dataset and our in-house Double3 dataset across 

various sampling rates, frame durations, and VAD 

modes.   

Silero, on the other hand, was benchmarked 

exclusively at a sampling rate of 16 kHz and a frame 

duration of 30ms. However, various thresholds 

ranging from 0 to 1 were explored to assess their 

impact on performance.  

4.1.1 WebRTC without Preprocessing 

When looking across the sampling rate axis (x-axis) 

in Figure 2, no significant changes can be seen in the 

color and size representing the precision and recall for 

AVA Speech. In Figure 3, this is seen clearly, where 

the three colors representing the different sample 

rates overlay each other in most cases.  

Figure 2: 5D plot of precision vs recall for WebRTC on 

AVA Speech dataset with various sampling and frame rates 

without noise suppression preprocessing.  

A similar behavior is observed concerning frame 

duration, although predominantly at lower VAD 

modes (0 to 2), where threshold values are lower and 

less aggressive. At higher thresholds—specifically, 

VAD mode = 3 – the precision peaks at 72% with a 

frame duration of 10ms; however, this configuration 

also results in the lowest recall of only 70.8%. 
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Figure 3: 4D plot of precision vs recall for WebRTC on 

AVA Speech dataset with various sampling and frame rates 

without noise suppression preprocessing. VAD modes are 

bounded by circles. 

Figure 4: 4D plot of precision vs recall for WebRTC on 

Double3 in-house dataset for various sampling and frame 

rates without noise suppression preprocessing. VAD modes 

bounded by circles. 

However, the VAD mode demonstrates a clear 

relationship between precision and recall for the AVA 

Speech dataset. As the VAD mode increases, 

precision improves, whereas recall decreases. At the 

highest VAD mode (mode 3), precision peaks at 72%, 

but recall drops to its lowest at 70.8%. Conversely, at 

the lowest VAD mode (mode 0), precision decreases 

to the lowest 58%, while recall reaches its highest 

value of 95%.  

Similar observations were made when 

benchmarking WebRTC on the in-house Double3 

dataset, as illustrated in Figure 4. Specifically, the 

highest precision achieved was 88%, corresponding 

to the lowest recall value of 33%. Conversely, the 

highest recall of 93% was associated with the lowest 

precision of 69%.  

Although WebRTC demonstrates high recall for 

both datasets, peaking above 90%, the precision 

remains comparatively lower, peaking at 72% for the 

AVA Speech dataset. These trade-off highlights an 

inherent limitation of WebRTC VAD, wherein 

precision and recall cannot be simultaneously 

optimized, necessitating a compromise between the 

two metrics.  

4.1.2 Silero without Preprocessing 

The benchmark results for Silero, illustrating 

precision versus recall for both the AVA Speech and 

Double3 datasets, are shown in Figure 5. While Silero 

demonstrates high precision, exceeding 90% in 

certain thresholds, its recall remains comparatively 

lower, peaking at 73% for the AVA Speech dataset 

and 62% for the Double3 dataset when precision is 

90%. Consequently, an optimal balance between 

precision and recall is not observed in either dataset.  

Figure 5: 2D plot of precision vs recall for Silero on AVA 

Speech (AVA) and Double3 (D3) in-house datasets for 

various thresholds without noise suppression 

preprocessing.  

In contrast to WebRTC, which demonstrates 

higher recall but lower precision, Silero exhibits 

lower recall yet higher precision. However, both 

systems inherently involve a trade-off between these 

metrics, which constrains the ability to optimize them 

simultaneously. 

4.2 After Noise Suppression 

In this section, the results obtained after applying 

noise suppression (DNF2) as a preprocessing step to 

the VAD models WebRTC and Silero are 

summarized.  

4.2.1 WebRTC after DNF2 

Benchmarking WebRTC with DNF2 as a noise 

suppression preprocessing step yielded major 

improvements in precision. As illustrated in 

Figures 6 and 7, incorporating the noise suppression 
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model (DNF2) as a preprocessing step significantly 

improved the precision of the WebRTC VAD model 

on both the AVA Speech and Double3 datasets. 

Specifically, for the AVA Speech dataset, the highest 

precision increased by 15.5%, rising from 72% to 

87.5%. Similarly, the Double3 dataset exhibited a 

notable improvement, with the highest precision 

increasing by 5% from 76% to 81%, at VAD mode 2. 

Figure 6: 4D plot of precision vs recall for WebRTC on 

AVA Speech dataset for various sampling and frame rates 

after noise suppression. VAD modes bounded by circles. 

Figure 7: 4D plot of precision vs recall for WebRTC on 

Double3 dataset for various sampling and frame rates after 

noise suppression. VAD modes bounded by circles. 

The sampling rate showed minimal influence on 

performance, consistent with observations from the 

baseline model without noise suppression. However, 

the frame duration of 10ms in the AVA Speech 

dataset at VAD Mode 3 achieves recall less than 80%, 

whereas at frame durations 20ms and 30ms are above 

80%. Consequently, an 8 kHz sampling rate 

combined with a 20ms frame duration was selected to 

minimize sample size, inference time, and resource 

usage and maintain a precision and recall above 80% 

for both datasets.  

With this configuration, WebRTC combined with 

the noise suppression preprocessing step achieved the 

desired balance between precision and recall. 

Specifically, at VAD mode 3 for the AVA Speech 

dataset and VAD mode 2 for the Double3 dataset, 

both precision and recall exceeded 80%, as seen in 

Figure 8. Specifically, at this configuration, the AVA 

Speech dataset precision increased by 17% (from 

69% to 86%) and the Double3 dataset precision 

increased by 5% (from 75% to 80%). In both 

instances, recall was maintained (Double3 at 85%) or 

increased (AVA Speech by 3%).  

Figure 8: 2D plot of precision vs recall for WebRTC on 

AVA Speech and Double3 in-house datasets after noise 

suppression for the selected 8 kHz sampling rate and 20ms 

frame duration with various thresholds. 

4.2.2 Silero after DNF2 

Benchmarking Silero with DNF2 as a noise 

suppression preprocessing step yielded notable 

improvements in recall.    

Figure 9: 2D plot of precision vs recall for Silero on AVA 

Speech and Double3 in-house datasets with various 

thresholds after noise suppression.   
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For the AVA Speech dataset, recall increased by 

7%, rising from 73% to 80%, at a precision of 90% 

with a threshold of 0.20, as shown in Figure 9. 

Similarly, for the Double3 dataset, recall improved by 

4% (from 62% to 66%) at the same precision level at 

a threshold of 0.25. 

Although these enhancements are promising, 

recall remains below 80% in most instances. To 

explore a more optimal operating point, configuring 

the system to achieve 80% precision resulted in a 

recall increase of 4% (from 83% to 87%) for AVA 

Speech, while for Double3, it rose by 3% (from 80% 

to 83%) at the thresholds of 0.20 and 0.25 

respectively. 

5 CONCLUSIONS 

In this study, two lightweight VAD models enhanced 

by incorporating noise suppression (DNF2) as a 

preprocessing step are evaluated. The addition of this 

preprocessing significantly improved WebRTC VAD 

performance, increasing precision by 17% on the 

AVA Speech dataset and by 5% on the Double3 

dataset. This enhancement enabled WebRTC to 

achieve an optimal combination of precision and 

recall, with both metrics surpassing 80% at VAD 

mode 3 for the AVA Speech dataset and mode 2 for 

the Double3 dataset. The optimal sampling rate of 

8 kHz, 20ms frame duration and VAD mode 2 is 

identified for WebRTC, aligning to the Double3 

dataset. Additionally, the deep learning-based Silero 

model demonstrated improved recall, increasing by 

4% for the AVA Speech dataset and 3% for the 

Double3 dataset, all when precision is at 80%.  

Since WebRTC achieved better recall (85%) as 

compared to Silero (83%) when precision is above 

80% for the Double3 dataset, WebRTC with DNF2 

noise suppression is selected for the CRP at VAD 

mode 2. 

During the analysis of our results, it was observed 

that speech characterized by whispering, shouting, 

and high-pitched tones was frequently missed by both 

VAD models. This was done by analyzing the before 

and after spectrograms and listening to the cropped 

regions of the false negative regions of the audio 

datasets. Consequently, further optimization and 

additional benchmarking efforts are required to 

enhance the detection capabilities and overall 

performance of these lightweight VAD models.  
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Abstract: This paper presents a novel hybrid cryptosystem combining ElGamal and ChaCha20-Poly1305 for securing 

data in cloud storage environments. Elgamal, an asymmetric encryption algorithm is utilized for secure key 

exchange to ensure the safe transmission of keys. ChaCha20-Poly1305, a high-performance symmetric 

encryption algorithm is used for efficient data encryption and authentication, thereby addressing the 

performance limitations of using traditional asymmetric algorithms alone. Using ChaCha20-Poly1305 for 

bulk data encryption and transmission significantly improves speed and reduces computational overhead 

compared to using only asymmetric algorithm. This makes it ideal for modern cloud storage applications. 

This novel system is made to provide robust defence against common cloud-based attacks such as 

eavesdropping, replay attacks, brute force and man-in-the-middle attacks. By making use of the strengths of 

both asymmetric and symmetric encryption algorithms, the system will ensure high security with better 

performance. The proposed hybrid Algorithm was tested and compared with the traditional Elgamal alone, 

and it achieved 83% faster encryption, 79.5% faster decryption and 69.5% lower memory usage.   This shows 

its efficiency for secure cloud data storage and transmission. 

1 INTRODUCTION 

Cloud storage has in our modern world, become a 

vital key component of information technology 

infrastructure [1]. Cloud storage provides a large 

range of computational resources and storage 

capabilities [2]. This technology has completely 

transformed data-centric centres, ranging from 

healthcare and banking to e-commerce and artificial 

intelligence by offering flexible and scalable services 

[3][4]. However, the proliferation of cloud-based 

solutions has also increased concerns about data 

security and privacy [5]. As companies and 

individuals continually entrust sensitive information 

to cloud platform services, there is an urgent need for 

robust encryption techniques to protect against 

unauthorized access, data breaches, and other cyber 

threats [6]. Most classical cloud computing security 

models use symmetric algorithms for fast data 

encryption and asymmetric key algorithms for safe 

key management and secure key exchange [7]. 

Although most of these traditional models use well 

known algorithms like AES for bulk data encryption 

and have withstood many cyber-attacks, they are still 

not without challenges [8]. These challenges include 

performance overhead, implementation complexity, 

and the constantly changing cryptographic 

environment, which demands continuous scrutiny to 

maintain confidentiality and integrity in the face of 

emerging cyber-attacks [9].  

ElGamal cryptosystem is a highly secured 

asymmetric algorithm whose strength lies in the 

difficulty of the discrete logarithm problem over large 

finite fields [10]. This makes it very difficult for 

attackers to solve or breakthrough. Its resilience 

against known cryptanalytic attacks makes it a 

reliable choice for key exchange and encryption [11]. 

This makes the Elgamal cryptosystem secure for 

encrypting data, exchanging keys, and creating digital 

signatures [12]. Until today, Elgamal still remains a 

trusted algorithm in public-key cryptography [13]. 

Even though Elgamal offers strong security through 

its complex mathematical foundations, this same 

complexity can highly affect its performance by 

making it relatively slow when used alone, 

particularly in high-volume, cloud-based data [14]. 
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On the other hand, ChaCha20-Poly1305 has emerged 

as a state-of-the-art Authenticated Encryption with 

Associated Data (AEAD) algorithm known for its 

speed, resistance to timing attacks, and robust 

authentication guarantees [15]. Originally, it was 

developed as a more efficient alternative to AES in 

software implementations but has received increasing 

attention for its consistent performance across a range 

of platforms and architectures [16]. 

To address the challenge of the Elgamal 

cryptosystem performance limitations, this paper 

proposes a novel hybrid cryptographic scheme that 

combines the strengths and key exchange capabilities 

of ElGamal with the efficiency and authenticity of 

ChaCha20-Poly1305. By creating a hybrid of 

asymmetric key exchange technique with a high-

performance AEAD cipher, the work seeks to 

introduce an exceptional end-to-end secure system 

for cloud storage and data transmission that addresses 

both confidentiality and integrity requirements. 

By leveraging ElGamal for secure session key 

establishment and ChaCha20-Poly1305 for fast bulk 

encryption and authentication, this hybrid approach 

ensures strong and robust security for cloud storage 

and transmission while maintaining high speed. Even 

if some parts of the cloud infrastructure are 

compromised, it would be very hard for an attacker to 

figure out the encryption keys or alter the data without 

being detected. This makes the system highly secure 

and efficient for protecting sensitive information 

stored and transmitted in the cloud. 

2 REVIEW OF RELATED 

LITERATURE 

Cloud computing has indeed changed and 

transformed how data is stored and processed, but it 

also poses serious security risks. In order to defend 

and protect cloud storage systems against these risks 

like data breaches and cyberattacks, various 

cryptographic algorithms and security mechanisms 

have been proposed. This literature review examines 

different cryptographic techniques and security 

implementations in cloud computing storage. 

Peng et al. [17] conducted a thorough review of 

secure cloud storage based on cryptographic 

algorithms. The findings from their work proved the 

importance of encryption algorithms such as AES 

(Advanced Encryption Standard), RSA (Rivest-

Shamir-Adleman), and DES (Data Encryption 

Standard) in securing cloud storage. According to 

their research, classical cryptography may result in 

performance overhead even though it offers robust 

security. 

Salman and Sulaiman [18] also conducted a 

thorough analysis into multiple cryptographic 

algorithms, including Blowfish, RC6, and Feistel, and 

compared their efficiency in cloud environments. The 

findings from the research showed that, lightweight 

encryption algorithms such as Blowfish are more 

suitable for cloud applications due to their lower 

computational costs. 

Ahmad and Garko [19] also conducted a thorough 

review into hybrid cryptographic algorithms in cloud 

computing. They analyzed the effectiveness of these 

algorithms in securing large-scale cloud 

environments. Their study identified gaps in user 

authentication and key management in hybrid 

encryption techniques. 

Sharma et al. [20] also conducted an investigation 

into hybrid cryptographic algorithms in cloud storage, 

analyzing their encryption and decryption speeds. 

Their findings also suggested that, even though 

hybrid cryptographic techniques provide enhanced 

security, they often introduce additional 

computational overhead. 

A hybrid cryptographic scheme that integrates 

Elliptic Curve Cryptography (ECC) and Triple Data 

Encryption Standard (TDES) was proposed by Kaur 

and Jain [21]. Their experimental results showed that 

ECC-TDES enhances data security while maintaining 

accuracy, but it slightly increases encryption time. 

Mendez [22] also introduced DNA cryptography 

as a novel method for enhancing cloud security. The 

study proposed a Bi-Directional DNA Encryption 

Algorithm (BDEA), which combines bio-molecular 

principles to enhance encryption strength. The 

research discovered that, the novel DNA 

cryptography offers a promising direction for 

unbreakable encryption, but practical 

implementations require further exploration. 

Kavya and Acharva [23] conducted a comparative 

analysis on different homomorphic encryption 

schemes. They concluded that, while homomorphic 

encryption is highly secure, it remains 

computationally expensive. 

Madhavi and Sivareddy [24] as well examined 

using public key encryption algorithms for secure 

cloud storage. Their work introduced the Dual-Server 

Public Key Encryption with Keyword Search (DS-

PEKS) to mitigate keyword guessing attacks. The 

findings suggested that DS-PEKS enhances privacy 

in cloud-based search operations but requires further 

optimization. 

Gadad and Anbusezhiyan [25] also came up with 

a novel approach for securing cloud storage. This was 
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done by encoding plaintext into an intermediate 

compressed format before encryption. Their study 

proved that, integrating compression with encryption 

enhances both security and transmission efficiency. 

Sharma et al. [26] also conducted a comparative 

analysis into symmetric encryption algorithms for 

securing cloud storage. This was done by comparing 

AES, Blowfish, and DES based on encryption time 

and throughput. Their findings suggested that 

optimizing symmetric algorithms can improve both 

security and transmission speed. 

Sasikumar and Nagarajan [27] also conducted a 

comprehensive meta-analysis on various 

cryptographic security algorithms for cloud 

computing. Their study highlighted the integration of 

machine learning with cryptographic algorithms to 

enhance security. The research proposed the use of 

AI-driven anomaly detection to identify security 

threats in real time. 

2.1 Cryptographic Algorithms Used in 
Leading Cloud Storage Systems 

This section discusses some leading cloud storage 

systems and the cryptographic algorithms they use to 

enhance security. 

Amazon Web Services (AWS) Cloud Storage: 

This is one of the most commonly used cloud storage 

system. Amazon S3 and AWS Key Management 

Service (KMS) use Advanced Encryption Standard 

(AES-256) encryption to secure data at rest. For data 

in transit, AWS employs Transport Layer Security 

(TLS) to ensure confidentiality [28]. 

Google Cloud Storage: Another well-known 

cloud system is the Google cloud storage. Google 

Cloud Storage provides multiple encryption options, 

including AES-256 for server-side encryption and 

RSA for key management. Google also supports 

customer-managed encryption keys (CMEK) and 

customer-supplied encryption keys (CSEK) to 

enhance data protection [29]. 

Microsoft Azure Storage: Microsoft Azure 

Storage using AES-256 encryption for data in storage 

and uses TLS for data in transit. Azure also 

implements a hybrid cryptographic approach 

combining RSA and AES for optimal security [30]. 

IBM Cloud Object Storage: IBM Cloud also 

makes use of AES-256 encryption for data in storage 

and TLS for secure data transfer. It also supports 

envelope encryption, where an AES data key is 

encrypted using an RSA key for additional security 

[31]. 

Most cloud storage systems use various 

cryptographic algorithms, with TLS, AES-256 and 

RSA being widely implemented for strong security. 

These hybrid encryption approaches are used to 

enhance data protection, ensuring confidentiality and 

integrity in cloud environments. 

3 METHODOLOGY 

At this stage, we implement the hybrid cryptosystem 

algorithm combining ElGamal and ChaCha20-

Poly1305 for cloud storage. we will focus on the four 

(4) stages of the algorithm, namely key generation,

encryption, transmission of data, and decryption. The

goal is to combine the asymmetric ElGamal

encryption (for securely exchanging a shared key)

with the symmetric ChaCha20-Poly1305 encryption

(for efficiently encrypting the actual data).

3.1 Key Generation Stage 

The first stage in the hybrid cryptosystem involves 

key generation for both the ElGamal and ChaCha20-

Poly1305 algorithms: 

1) Elgamal Key Generation (Asymmetric):

▪ First, we select a large prime number, p and a

generator, g such that g is a primitive root

modulo p. These values must be publicly

known.

▪ Then, Choose a private key x (a random

number between 1 and p - 2)

▪ Calculate the corresponding public key

y = gx mod p    (1) 

Public key: (p, g, y) 

Private key: ( x ) 

2) ChaCha20-Poly1305 Key Generation 

(Symmetric encryption):

▪ First, Choose a random 256-bit key, ksym for

ChaCha20

▪ Next, Select a random nonce (12-byte) nnonce

for the ChaCha20 encryption.

3) The key, ksym and the nonce, nnonce  are kept

secret between the sender and receiver, but they

need to be shared securely.

Symmetric key: ksym 

Nonce:  nnonce

OUTPUT: Public key: (p, g, y),  Private key: (x ) 

 ChaCha20 : ksym, nnonce 
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3.2 Encryption Stage 

Once the keys are generated, the encryption process 

follows. Here, the sender will have to securely 

transmit the symmetric key, ksym to the receiver. This 

is done by using the ElGamal algorithm, where a 

random integer, k is chosen by the sender. The sender 

will then go ahead and compute two values:   C1 = gk 

mod p and C2 = (yk . m) mod p. where m is the 

symmetric key ksym , which has been converted to an 

integer. The result will become an ElGamal ciphertext 

(C1, C2), which contains the encrypted symmetric 

key. 

The symmetric key is then securely transmitted. 

The actual D (This refers to the data to be transmitted 

to the cloud and could be files or information to be 

uploaded to the cloud storage) is encrypted using the 

ChaCha20-Poly1305 algorithm. The encryption of 

the data will then yield two outputs, which are the 

ciphertext (Cdata), which is encrypted form of the data 

as well as the authentication tag (tag), which is also 

used to verify the integrity and authenticity of the data 

during decryption. Here, the ChaCha20-Poly1305 

algorithm offers both confidentiality and integrity 

assurance, ensuring that the encrypted data cannot be 

tampered with during transmission. 

ElGamal encrypts ksym to produce 

Celgamal = (C1, C2), (2) 

ChaCha20-Poly1305 encrypts D to produce Cdata , tag. 

3.3 Transmission of Data 

Once the encryption process is completed, the next 

stage involves the transmission of the encrypted data 

over a channel which may not be secured to a cloud 

storage platform. The data transmitted here includes: 

Celgamal = (C1, C2), the ChaCha20-Poly1305 ciphertext 

Cdata, and the authentication tag, tag. The nonce nnonce 

which is used for ChaCha20 encryption is also sent to 

ensure that, the same nonce is used for decryption by 

the receiver. This process allows for secure storage 

and retrieval of the data from the cloud, ensuring that 

both the key and data are encrypted. 

(Celgamal, Cdata, tag, nnonce) is sent over the cloud 

storage or secure channel. 

3.4 Decryption 

The final stage in the hybrid algorithm is the 

decryption of the data by the receiver.  Here, in order 

for the receiver to recover the symmetric key, ksym, the 

ElGamal ciphertext (C1, C2 ) will have to be 

decrypted. The receiver will use their private key, x to 

compute the shared secret s = Cx
1 mod p and its 

inverse modulo p, s-1. The symmetric key ksym, is then 

recovered by computing m = (C2 . s -1), where m is the 

encrypted symmetric key. 

Once the symmetric key ksym is successfully 

recovered, the receiver can decrypt the actual data 

which is encrypted with ChaCha20-Poly1305. Using 

the symmetric key ksym and the nonce nnonce , the 

receiver then applies the ChaCha20-Poly1305 

decryption algorithm to retrieve the original plaintext 

D. Using the authentication tag, tag, if the integrity

check passes, the decrypted data is successfully

recovered and can now be used by the receiver.

Elgamal Decryption: 

Compute s = Cx
1 mod p (3) 

Compute s-1 mod p 

Recover ksym = (C2 . s -1 ) mod p      (4) 

ChaCha20-Poly1305 Decryption: 

Decrypt data D = ChaCha20-Poly1305_Decrypt 

(ksym,  nnonce,  Cdata, tag) 

Verification: 

Tag from the decrypted ciphertext is computed: 

tag′ = ChaCha20-Poly1305_GenerateTag 

(ksym, nnonce, D)  

The recomputed tag′ is compared with the received 

authentication tag: 

if (tag′ == tag) { 

Data integrity verified 

} 

Else { 

Data integrity verification failed 

} 

If the tags match, data integrity is verified. If they 

don't match, the data is considered compromised. 

This novel hybrid cryptosystem combines 

ElGamal and ChaCha20-Poly1305. It offers a great 

solution for cloud storage security. For cloud storage 

services, the hybrid encryption system, it ensures that 

encryption is done efficiently on the client system 

before uploading. It will ensure rapid encryption of 

large volumes of information that will enable quick 

and secure transmissions even in the midst of systems 

(5)
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where bandwidth and device capabilities are limited. 

The fast encryption algorithm, ChaCha20-Poly1305 

minimizes device resource usage while Elgamal 

secures the session keys to defend the cloud against 

any breaches. Security is high compared to traditional 

RSA or Elgamal. This hybrid will also offer good 

performance on modern processors even without any 

hardware accelerators like AES-NI.   

4 EXPERIMENTAL RESULTS 

The Hybrid cryptosystem which combines Elgamal 

and ChaCha20-Poly1305 for cloud storage, was 

implemented on an i5 HP desktop running windows 

10 with 3.2GHz of speed and RAM of 8GB. The 

results are shown in the tables and graphs. The data 

size used was 5MB. Table 1 shows the Encryption 

and decryption speed comparison between Elgamal 

and the hybrid of Elgamal and Elgachat across 

different key sizes, whiles Table 2 shows the memory 

usage comparison between Elgamal and Elgachat 

across different key sizes. 

Table 1: Encryption and decryption speed comparison 

between Elgamal and the hybrid of Elgamal.    

Key 

Size 

(in Bits) 

Cryptographic 

Algorithms 

Encryption 

Speed 

(ms) 

Decryption 

Speed 

(ms) 

1024 

ElGamal 45.2 85.9 

ElgaChat 14.2 22.2 

2048 

ElGamal 93.1 132.8 

ElgaChat 17.9 34.4 

3072 ElGamal 138.7 193.2 

ElgaChat 22.7 46.6 

4096 ElGamal 188.5 261.4 

ElgaChat 34.9 53.6 

Figure 1 shows a significant improvement in the 

proposed hybrid system as compared to Elgamal 

alone used in encryption. The hybrid system 

outperforms the Elgamal system in both Encryption 

and Decryption speeds across all key sizes, having 

encryption being up to 83.6% faster and with 

decryption being up to about 79.5% faster.   

Figure 1: Encryption and decryption speed comparison 

between Elgamal and the hybrid of Elgamal and ChaCha20-

Poly1305 

Table 2: Memory Consumption comparison between 

Elgamal and the hybrid of Elgamal.    

Key Size 

(in Bits) 

Cryptographic 

Algorithms 

Encryption 

(MB) 

Decryption 

(MB) 

1024 

ElGamal 1.05 1.28 

ElgaChat 0.32 0.63 

2048 

ElGamal 1.55 1.92 

ElgaChat 0.53 0.95 

3072 ElGamal 2.17 2.32 

ElgaChat 1.12 1.35 

4096 ElGamal 3.29 4.01 

ElgaChat 1.53 2.01 

Comparing the hybrid algorithm with the 

standalone Elgamal in terms of memory 

consumption, it is observed that, the hybrid of 

Elgamal and ChaCha20-Poly1305 uses less memory 

of up to 69.5% for encryption and about 51% for 

decryption compared to Elgamal alone. This makes it 

more memory efficient across all key sizes. This is 

shown in Figure 2.  
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Figure 2: Memory Consumption comparison between 

Elgamal and the hybrid of Elgamal and ChaCha20-

Poly1305.    

5 CONCLUSIONS 

The Hybrid cryptosystem which combines Elgamal 

and ChaCha20-Poly1305 for cloud storage, is 

designed with the aim of providing a highly secure 

and efficient solution for data encryption, 

transmission, and decryption. Elgamal is used for 

secure key exchange and ensures that the symmetric 

key required for ChaCha20-Poly1305 encryption 

remains securely transmitted. This addresses the 

challenge of securely distributing symmetric keys 

over insecure channels. ChaCha20-Poly1305 is a 

lightweight and fast encryption algorithm, which 

provides confidentiality, authenticity, and integrity 

for the data while maintaining high performance. 

 Furthermore, ElGamal cryptographic algorithm 

is relatively slow and inefficient for large datasets and 

this is where ChaCha20-Poly1305 excels. ChaCha20-

Poly1305 is highly efficient and can handle large 

amounts of data with less computational overhead 

compared to traditional asymmetric encryption 

algorithms like RSA or ElGamal. The experiment 

conducted clearly shows that the hybrid of Elgamal 

and ChaCha20-Poly1305 outperforms Elgamal 

algorithm alone in both speed and memory efficiency 

across all key sizes. This makes it an efficient and 

scalable choice for cloud storage transactions. 

ChaCha20-Poly1305 also provides authenticated 

encryption with additional layer of security against 

tampering. Even though this hybrid system provides 

the best of security and efficiency, it may be limited 

in terms of implementation. Implementing a 

symmetric and an asymmetric cryptographic 

algorithm combined may be complex and may be 

computationally expensive and affect the overall 

system. The key management complexity increases as 

the system scales to accommodate more users. Future 

work may focus on optimizing key exchange process 

by adopting more efficient key exchange protocols. 

Some of the key types of attacks that this system 

can mitigate include Eavesdropping attack, Replay 

attacks, side channel attacks, key injection attacks and 

ciphertext manipulation. 

REFERENCES 

[1] I. Odun-Ayo, O. O. Ajayi, B. Akanle, and R. Ahuja,
“An Overview of Data Storage in Cloud Computing,”
2017 Int. Conf. Next Gener. Comput. Inf. Syst.
(ICNGCIS), pp. 29-34, 2017, [Online]. Available:
https://doi.org/10.1109/ICNGCIS.2017.9.

[2] F. Safar and R. Al King, “Data Security in Cloud
Computing,” Int. J. Wireless Ad Hoc Commun.,
vol. 7, no. 1, 2023, [Online]. Available:
https://doi.org/10.54216/ijwac.070105.

[3] W. E. Kedi, C. Ejimuda, and M. D. Ajegbile, “Cloud
computing in healthcare: A comprehensive review of
data storage and analysis solutions,” World Journal of
Advanced Engineering Technology and Sciences,
2024, [Online]. Available:
https://doi.org/10.30574/wjaets.2024.12.2.0291.

[4] R. Sivan and Z. Zukarnain, “Security and Privacy in
Cloud-Based E-Health System,” Symmetry, vol. 13, p.
742, 2021, [Online]. Available:
https://doi.org/10.3390/sym13050742.

[5] S. Reema, “Cloud Computing as a Solution for
Security and Privacy Concerns,” Int. J. Res. Appl. Sci.
Eng. Technol., 2023, [Online]. Available:
https://doi.org/10.22214/ijraset.2023.49375.

[6] M. Joshi, R. Priya, and M. M. Joshi, “A Review:
Analysis of Various Encryption Techniques for
Securing Cloud Data,” 2022 4th Int. Conf. Adv.
Comput. Commun. Control Netw. (ICAC3N), pp.
1945-1948, 2022, [Online]. Available:
https://doi.org/10.1109/ICAC3N56670.2022.1007446
5.

[7] M. A. Althamir, A. Alabdulhay, and M. M. Yasin,
“A Systematic Literature Review on Symmetric and
Asymmetric Encryption Comparison Key Size,” 2023
3rd International Conference on Smart Data
Intelligence (ICSMDI), pp. 110-117, 2023, [Online].
Available:
https://doi.org/10.1109/ICSMDI57622.2023.00027.

[8] J. Khudair, K. A. Ghan, and M. R. B. Baharon,
“Comparative Study in Enhancing AES Algorithm:
Data Encryption,” Wasit Journal for Pure Sciences,
2023, [Online]. Available:
https://doi.org/10.31185/wjps.100.

[9] A. V., A. P. Nirmala, B. K., Aldred Christi, and
N. A., “A Review on Cloud Cryptography Techniques
to Improve Security in E-health Systems,” 2022 6th
International Conference on Computing
Methodologies and Communication (ICCMC), pp.
100-104, 2022, [Online]. Available:
https://doi.org/10.1109/ICCMC53470.2022.9753999.

14 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



[10] A. Emmanuel, O. Aderemi, A. O., and A. O., “A Note
on Time and Space Complexity of RSA and ElGamal
Cryptographic Algorithms,” International Journal of
Advanced Computer Science and Applications
(IJACSA), vol. 12, no. 7, 2021, [Online]. Available:
https://doi.org/10.14569/ijacsa.2021.0120716.

[11] T. Rezk, R. Bhargavan, and M. Blanchet, “Security
Analysis of ElGamal Implementations,” Inria, 2018.

[12] M. Kumar, R. Sharma, and P. Bhushan, “An Optimal
and Efficient Data Security Technique Through
Crypto-Stegano for E-Commerce,” Computational
Intelligence and Neuroscience, vol. 2023, no.
9906588, pp. 1-10, 2023, [Online]. Available:
https://doi.org/10.1155/2023/9906588.

[13] H. Guo, X. Li, and J. Zhang, “A Novel Image
Encryption Algorithm Based on ElGamal
Cryptography and Chaotic System,” Physica Scripta,
vol. 98, no. 11, pp. 1-12, 2023, [Online]. Available:
https://doi.org/10.1088/1402-4896/98/11/115251.

[14] V. O. Waziri, J. Ojeniyi, H. Danladi, A. Isah,
A. S. Magaji, and M. Abdullahi, “Network Security in
Cloud Computing with Elliptic Curve Cryptography,”
Network and Communication Technologies, vol. 2,
no. 2, pp. 43-58, 2013, [Online]. Available:
https://doi.org/10.5539/nct.v2n2p43.

[15] V. Satheesh and D. Shanmugam, “Implementation
Vulnerability Analysis: A case study on ChaCha of
SPHINCS,” 2020 IEEE International Symposium on
Smart Electronic Systems (iSES), pp. 97-102, 2020,
[Online]. Available:
https://doi.org/10.1109/iSES50453.2020.00032.

[16] S. H. Tariq, R. P. Singh, and J. Gill, “Preserving
Privacy in Industrial IoT: A Machine Learning
Framework Enhanced by Poly1305 Encryption,”
International Journal for Research in Applied Science
and Engineering Technology, 2023, [Online].
Available:
https://doi.org/10.22214/ijraset.2023.55767.

[17] Y. Peng, W. Zhao, F. Xie, Z. Dai, Y. Gao, and
D. Chen, “Secure cloud storage based on
cryptographic techniques,” J. China Univ. Posts
Telecommun., vol. 19, pp. 182-189, 2012, [Online].
Available: https://doi.org/10.1016/S1005-
8885(11)60424-X.

[18] D. Salman and N. Sulaiman, “A Review of Encryption
Algorithms for Enhancing Data Security in Cloud
Computing,” AlKadhim J. Comput. Sci., 2024,
[Online]. Available:
https://doi.org/10.61710/kjcs.v2i1.68.

[19] S. Ahmad and A. Garko, “Hybrid Cryptography
Algorithms in Cloud Computing: A Review,” 2019
15th Int. Conf. Electron. Comput. Computat.
(ICECCO), pp. 1-6, 2019, [Online]. Available:
https://doi.org/10.1109/ICECCO48375.2019.9043254

[20] H. Sharma, R. Kumar, and M. Gupta, “A Review
Paper on Hybrid Cryptographic Algorithms in Cloud
Network,” 2023 2nd Int. Conf. Innov. Technol.
(INOCON), pp. 1-5, 2023, [Online]. Available:
https://doi.org/10.1109/INOCON57975.2023.101010
44.

[21] S. Kaur and L. Jain, “A Hybrid Cryptographic Scheme
for Improving Cloud Security Using ECC and TDES
Algorithms,” Curr. J. Appl. Sci. Technol., vol. 39, no.
4, pp. 73-84, 2020, [Online]. Available:
https://doi.org/10.9734/CJAST/2020/V39I4731184.

[22] R. Mendez, “Enhance Data Storage Security DNA
Cryptography in Cloud,” 2020.

[23] A. Kavya and S. Acharva, “A Comparative Study on
Homomorphic Encryption Schemes in Cloud
Computing,” 2018 3rd IEEE Int. Conf. Recent Trends
Electron. Inf. Commun. Technol. (RTEICT), pp. 112-
116, 2018, [Online]. Available:
https://doi.org/10.1109/RTEICT42901.2018.9012261

[24] M. Madhavi and D. Sivareddy, “A Review of
Research on Dual-Server Public-Key Encryption with
Keyword Search for Secure Cloud Storage,” Int. J.
Res., vol. 4, pp. 630-638, 2017.

[25] A. Gadad and D. Anbusezhiyan, “Cloud security:
literature survey,” Int. J. Electr. Comput. Eng.
(IJECE), vol. 13, no. 4, pp. 4734-4742, 2023, [Online].
Available:
https://doi.org/10.11591/ijece.v13i4.pp4734-4742.

[26] A. Sharma, R. S. Thakur, and S. Jaloree, “Analyzing
the Behavior of Symmetric Algorithms Usage in
Securing and Storing Data in Cloud,” Springer, pp.
381-389, 2018, [Online]. Available: 
https://doi.org/10.1007/978-981-10-5523-2_35.

[27] K. Sasikumar and S. Nagarajan, “Comprehensive
Review and Analysis of Cryptography Techniques in
Cloud Computing,” IEEE Access, vol. 12, pp. 52325-
52351, 2024, [Online]. Available:
https://doi.org/10.1109/ACCESS.2024.3385449.

[28] S. Njuki, J. Zhang, E. C. Too, and R. Richard, “An
Evaluation on Securing Cloud Systems based on
Cryptographic Key Algorithms,” Proceedings of the
2nd International Conference on Algorithms,
Computing and Systems, 2018, [Online]. Available:
https://doi.org/10.1145/3242840.3242853.

[29] N. L. Kodumru and M. Supriya, “Secure Data Storage
in Cloud Using Cryptographic Algorithms,” 2018
Fourth International Conference on Computing
Communication Control and Automation 
(ICCUBEA), 2018, [Online]. Available: 
https://doi.org/10.1109/ICCUBEA.2018.8697550. 

[30] D. S. S. Marar, J. M. Joyson, and L. Ashish, “Secure
Cloud Storage Using Different Algorithms in
Cryptography,” International Journal for Research in
Applied Science and Engineering Technology, 2022,
[Online]. Available:
https://doi.org/10.22214/ijraset.2022.43500.

[31] A. Poduval, A. Doke, H. Nemade, and R. Nikam,
“Secure File Storage on Cloud using Hybrid
Cryptography,” International Journal of Computer
Sciences and Engineering, vol. 7, no. 1, 2019,
[Online]. Available:
https://doi.org/10.26438/ijcse/v7i1.587591.

15 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



16

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



Potential of Using the Ant Colony Optimization Algorithm 

for Optimal Network Path Selection 

Oleksandra Yaroshevska and Veronika Kirova 
Anhalt University of Applied Sciences, Bernburger Str. 57, 06366 Köthen, Germany 

yaroshevska.ob@gmail.com, veronika.kirova@hs-anhalt.de 

Keywords: Network Optimal Path, Ant Colony Optimization (ACO) Algorithm, Dijkstra’s Algorithm, Lowest Common 

Ancestor (LCA), Pheromone, RTT, Python. 

Abstract: The article considers the possibilities of using the Ant Colony Optimization algorithm to find the shortest path 

in the network based on the selected criteria. Its performance is compared to Dijkstra's algorithm and LCA 

algorithm, which is widely used in different network routing protocols. An overview of the ACO algorithm, 

including its two primary components, the "ant" and "pheromone," is provided, highlighting its efficiency for 

the optimal network path selection. Detailed schemes, parameters and formulas of the ACO algorithm 

implementation in terms of networking are shown. A comparative analysis of the performance and execution 

time of the ACO and two compared algorithms for the optimal network path based on Round Trip Time 

criteria in networks of varying scale, ranging from small to highly branched networks with thousands of nodes, 

is discussed. Finally, the results are analysed, and the potential for ACO to serve as a complementary 

algorithm to Dijkstra's and LCA in future network applications is explored.

1 INTRODUCTION 

1.1 Optimal Network Path Selection 
Problem 

As modern technologies continue to evolve and the 

demand for network infrastructure grows, the 

challenge of building extensive local and global 

networks becomes increasingly urgent. A key factor 

in maintaining network efficiency is identifying 

optimal routes between nodes. 

Using optimal routes between nodes in a network 

is critical for several reasons (Figure 1). 

Figure 1: Reasons for the importance of route optimization 

in the network. 

Each reason is explained detailed below [1]: 

1) With optimal routing, data takes the shortest or

most efficient path between nodes, reducing

data transmitter delays. This facilitates faster

communication and better user experience.

2) Optimal routing helps balancing the traffic by

preventing certain paths from becoming

congested while others are not used enough.

Thus, the network works more efficiently

without overloading the infrastructure.

3) There is a reduction in the need for additional

infrastructure, energy consumption and

maintenance that may arise from inefficient

routing.

4) Smoother scaling is provided so that new nodes

or connections do not decrease network

efficiency.

Channel reservation is also an additional option 

for route optimization. This means that in case if one 

route fails, data can be quickly rerouted through 

alternate paths, increasing network reliability. 

High network productivity

Efficiency of use of resources

Cost reduction

Efficiency when scaling
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1.2 Methods to Solve the Problem and 
the Main Research Goal 
Description 

Among the possible solutions to the problem of 

optimizing paths in a network, two groups of methods 

are distinguished: traditional and metaheuristic [2]. 

Currently, it is common to use traditional methods in 

networks. One of the most widespread methods for 

finding the best path is Dijkstra's algorithm [3]. Its 

advantage consists in the existence of a stable scheme 

using a path matrix, which helps to find the shortest 

or the most efficient path depending on the specific 

needs of the network. However, such a scheme is 

quite rigid, which is a drawback and may lead to 

difficulties in cases where more precise adjustment of 

the algorithm's parameters is required. 

In addition to traditional approaches, modern 

algorithmic techniques such as the Lowest Common 

Ancestor (LCA) are increasingly being considered for 

network path optimization, especially in hierarchical 

or tree-structured networks. LCA algorithms are 

particularly effective when the network can be 

represented as a rooted tree and rapid queries between 

node pairs are required. By preprocessing the network 

structure, LCA allows for efficient determination of 

the closest shared ancestor of two nodes, which can 

significantly improve routing decisions in 

applications such as multicast routing, hierarchical 

clustering, and certain types of peer-to-peer networks. 

The use of LCA methods enhances the adaptability of 

routing protocols and supports real-time decision 

making with low computational overhead. 
The other approach to solving the problem of 

finding the optimal path is metaheuristic methods. 
They are based on heuristic principles and use search 
in a large solution space to find approximate but high-
quality answers, often operating with the processes 
that are inherent in nature. One of these methods is 
the Ant Colony Optimization (ACO) algorithm [4-6]. 
The basic concept of this algorithm was created based 
on observations of how ants find the shortest path to 
a food source. 

The decision-making process about the optimal 

path includes elements of probability theory and is 

based on the concept of pheromones, which ants leave 

in nature depending on the quality of the path they 

have traversed. In a real network, the quality of a 

route could be considered, for example, as the level 

of delay between nodes, bandwidth or other important 

parameters. This article examines the potential use of 

ACO compared to Dijkstra's and LCA algorithms and 

provides a description of the problems for which 

ACO can be used. 

2 EXPERIMENTAL TOPOLOGY 

2.1 Dijkstra’s Algorithm Realization 

To determine the efficiency of ACO, Dijkstra’s 

algorithm was implemented using various methods of 

data storage and processing to achieve the most valid 

results. Python was chosen as the programming 

language due to its convenience and the wide range 

of tools available for data analysis. 

The first method involves using a standard list 

with element sorting to determine the smallest Round 

Trip Time (RTT) value, which is used in this 

experiment as the main parameter for path efficiency 

[7]. RTT is the time required to send a data packet 

from the sender to the receiver and return a response 

back. This parameter is important for evaluating 

network latency, as it reflects the speed of data 

transmission between nodes. A smaller RTT indicates 

faster transmission and better network performance. 

The second method involves using a binary tree, 

where the smallest RTT value is the root of the tree. 

Further comparison based on processing speed 

determines the best method for data handling to be 

used as a standard when evaluating the efficiency of 

ACO (see section 2.3.1). 

The implementation of both variations of 

Dijkstra’s algorithm was based on existing 

algorithmic frameworks [3]. This custom 

implementation is important to ensure that the input 

data in the comparison of Dijkstra’s and ACO 

algorithms are identical and can be adjusted during 

the experiment, as this is one of the factors ensuring 

the validity of the experiment. 

The main stages of Dijkstra’s algorithm work are 

described below: 

1) A priority queue and RTT matrices from the key

node to each of the other nodes in the network

are created.

The priority queue is a list or binary tree

according to one of the two methods described

above. It includes "node - RTT" value pairs to

identify the best paths. In this case, nodes are

considered as vertices of an undirected graph,

and the paths with RTT values are considered as

the edges of the graph [8].

2) Each neighbor of the current node is visited.

In the process of moving to neighboring nodes,

each one is added to the priority queue along

with its RTT. It is important to use nodes that

have not been visited before to prevent cycles

and incorrect algorithm behavior.

3) The previous matrix data is compared with the

current paths to each of the neighboring nodes.

18 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



If the current path is better, the matrix is updated 

with the new data. 

4) The path with the smallest RTT is selected. The

node to which this path leads becomes the next

current node.

In the case of a list, further data sorting occurs.

In the case of a binary tree, the best option is

found at the root of the tree.

The algorithm repeats until every vertex of the 

graph is visited. As a result, the final matrix contains 

the best paths from the key node to every other node 

in the network. 

In this implementation, the dictionaries are used 

as an analogy to matrices to improve the algorithm's 

productivity. Using dictionaries in Python is efficient 

due to their speed in handling elements (search, 

addition, deletion, etc.). Dictionaries are based on 

hash tables, which allow data to be accessed by key 

in O(1) time in most cases. They are also convenient 

for storing large amounts of data with "key-value" 

pairs, ensuring high performance when analyzing 

extensive networks with many nodes. 

Two main dictionaries were created: 

▪ Shortest path dictionary.

▪ Last neighbor dictionary.

The first dictionary contains information about 

the shortest path to each node. The second dictionary 

stores information about the second last node that 

must be visited before reaching the destination. For 

example, the second last node for the fifth node it 

could be the third, for the tenth node – the twelfth, and 

so on. This creates a chain effect when traversing 

from the starting (key) node to others.  

In this way not only can the RTT of the shortest 

path to each node be determined, but the entire 

sequence of nodes along the path can be traced. This 

ensures accurate comparison with the ACO 

algorithm, where the sequence may vary depending 

on the specified parameters. Both dictionaries are 

output by the algorithm upon completion, allowing 

each to be used as needed.  

2.2 LCA algorithm realization 

To complement the comparison with the ACO 

algorithm, the LCA (Lowest Common Ancestor) 

algorithm was implemented to evaluate scenarios 

where hierarchical relationships between nodes are 

critical, such as in tree-based or partially hierarchical 

network topologies. Python was selected for the 

implementation due to its rich set of tools and the 

ability to prototype algorithmic logic efficiently. 

In this realization, the network is modeled as a 

rooted tree, where each node may have multiple 

children, and all connections are unidirectional from 

parent to child. This reflects situations where 

pathfinding is restricted by hierarchical constraints or 

parent-child dependencies. The goal of the LCA 

algorithm is to find the common ancestor node that is 

lowest (i.e., deepest) in the tree for any two given 

nodes [9]. This approach is particularly useful in 

applications involving tree traversal, organizational 

hierarchies, or data clustering [10]. 

The LCA implementation is based on the binary 

lifting technique, which allows for efficient querying 

of the lowest common ancestor in logarithmic time. 

The preprocessing phase is designed to prepare 

necessary lookup tables that speed up each individual 

LCA query, optimizing the performance for networks 

with frequent ancestor-related queries. 

The main stages of the algorithm are described 

below: 

1) Tree Construction and Initialization. Each node

is represented by an instance of a TreeNode

class containing its value and a list of children.

During initialization of the LCA class, the root

node and the total number of nodes in the tree

(n) are passed as parameters. Arrays are created

to store the depth and parent of each node, as

well as a binary lifting table (up) which enables

ancestor lookup at various powers of two.

2) Depth-First Search (DFS) Traversal for

Preprocessing. A depth-first traversal of the tree

is performed starting from the root node. During

traversal, each node's depth and parent are

recorded. The up table is filled such that up[i][j]

stores the 2^j-th ancestor of node i. This

preprocessing allows any node to be moved

upward by any power-of-two number of levels

in constant time, which is essential for efficient

LCA computation.

3) LCA Query Execution. To determine the lowest

common ancestor of two nodes u and v, the

algorithm first equalizes their depths by moving

the deeper node upward. Then, starting from the

highest level of the binary lifting table, both

nodes are lifted together until they converge.

The final result is the parent of the converging

point, which represents the lowest common

ancestor.

4) Performance and Application. This realization

of the LCA algorithm ensures an O(n log n)

preprocessing time and O(log n) query time,

making it highly efficient for repeated ancestor

queries in large hierarchical trees. While not

directly focused on shortest paths or RTT as in
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Dijkstra’s or ACO, the LCA algorithm provides 

a foundational utility in hierarchical routing or 

clustering scenarios, offering a complementary 

perspective in network analysis. 

The LCA implementation outputs the ancestor 

node shared by any two nodes in the shortest 

hierarchical path, enabling the tracing of common 

routes and structural relationships within tree-based 

network representations. This makes it a valuable 

comparative model alongside Dijkstra’s and ACO 

algorithms in evaluating different types of network 

structures and their respective search efficiencies. 

2.3 Ant Colony Optimization Algorithm 
Realization 

ACO is based on two main terms: "ant" and 

"pheromone" [4]. The algorithm consists of several 

iterations, after each of which pheromone levels are 

updated. Pheromone is represented by a numerical 

value 0 < ph < 1. The higher this value, the greater the 

probability of choosing a particular path. One 

iteration consists of several steps, each of which is a 

complete path from the start node to the final node. 

Such a step is analogous to an ant traveling the 

distance from its home to a food source in nature. For 

simplicity, further in the article, these steps will be 

referred to as ants. 

The flowchart of the algorithm is shown in 

Figure 2. 

Figure 2: Base ACO block-scheme. 

The main parameters of ACO are as follows: 

▪ number of iterations;

▪ number of ants;

▪ initial pheromone level;

▪ pheromone decay rate;

▪ parameters of importance of the pheromone

and RTT when calculating the probability of

path selection;

▪ coefficients required for the mathematical

calculations of probability.

After each iteration, the pheromone levels are 

updated, which influences subsequent iterations. 

Thus, the pheromone amount on paths that are 

traveled more frequently increases, raising the 

likelihood of those paths being used again while 

reducing the likelihood of using less efficient paths. 

The stopping criterion for the algorithm in its 

standard implementation is the achievement of the set 

number of iterations. However, additional criteria 

may be added to increase efficiency. 

The flowchart of the algorithm within each 

iteration is shown in Figure 3. 

Figure 3: ACO block-scheme inside the iteration. 
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As shown in Figure 3, each iteration consists of a 

certain number of steps (ants). Each ant traverses the 

complete path from the starting node to the final node, 

after which it stores information about the path as a 

sequence of nodes.  

After the iteration is complete, the pheromone 

levels on all the paths that were traversed are updated. 

The number of iterations and ants is determined 

empirically, depending on the network's scalability. 

It is important to note that the probability of any 

path should not reach zero as long as it remains 

accessible, since the most optimal path may include 

sections with suboptimal RTT values at certain 

stages. The overall value across the entire path from 

the start to the final node will be the most optimal. 

Therefore, it's important to maintain a pheromone 

level that allows for a small probability of selecting 

alternative paths to those that were previously chosen. 

The elements that make up the path of one ant are 

described in more detail below: 

1) Finding the neighbors of the current node. At the

first stage, the starting node is considered the

current one. Subsequently, the current node will

be the one the ant moves to on the path toward

the final node.

2) Calculating the probability of transitioning to

each neighboring node.

This calculation is based on two main formulas.

𝑃(𝑖) = 𝑝ℎ𝛼 ∗
𝑘

𝑅𝑇𝑇𝛽
  () 

Formula (1) reflects the transition strength 

from the current node to another specific node. 

This strength, also referred to as the "desire" to 

transition, depends on the pheromone level and 

the inverse value of RTT. Thus, the lower the 

RTT value, the greater the transition strength. 

The coefficient 𝑘 is selected based on the 

RTT values for the specific network and is 

determined empirically. Coefficients 𝛼 and 𝛽 

are used to increase the influence of pheromone 

or RTT. In this experiment, both are set to one, 

which means that the influence of pheromone 

and RTT is equally weighted. The initial 

pheromone value is set to 0.3 and is either 

increased or decreased depending on which 

paths are traversed. 

𝑃(𝑛𝑜𝑟𝑚) =
𝑃(𝑖)

∑ 𝑃(𝑖)𝑛
𝑖=1

() 

Formula (2) is required for normalizing the 

transition strength and calculating the actual 

probability within the range 0 < P < 1. 

Normalization occurs after evaluating the 

transition strengths for all neighboring nodes, as 

it requires the total sum of these strengths. 

3) Selecting the next node.A scale from 0 to 1 is

used for node selection. A randomly chosen

number falls within a range that corresponds to

a specific neighboring node based on the

transition probability previously calculated. For

example, with a 50% probability, half of the

scale is covered. The transition to the next node

then occurs.

The condition for exiting the cycle is 

reaching the final node. The cycle is repeated 

according to the number of ants, which is one of 

the parameters of the algorithm. 

At the end of the algorithm's execution, 

information is provided regarding the best path found 

and its total RTT value. 

2.3 Results of Comparison by the 
Execution time Parameter 

2.3.1 Dijkstra’s Algorithm Realizations 
Comparison 

To study the performance of the algorithms, an 

emulation of RTT data was carried out, obtained from 

networks of various scalability. The data was 

automatically generated according to the specified 

number of nodes and saved in a document for 

convenient access and the ability to rerun the 

experiment with different algorithms. 

For this study, the number of connections between 

network nodes was set to 70% of all possible 

connections. An essential parameter is maintaining 

connectivity between all nodes, meaning that each 

node must have at least one connection to every other 

node. 

The comparison results based on execution time 

performance are shown in Table 1. 

Table 1: Execution time comparison of the Dijkstra’s 

algorithm realizations. 

Network branching 

(nodes / connections) 

Dijkstra 

(binary tree) 

Dijkstra 

(list) 

10 32 0,00s 0,00s 

500 87325 0,18s 0,32s 

1000 349650 0,69s 1,41s 

1500 786975 1,76s 3,76s 

2000 1399300 3,22s 6,88s 

2500 2186625 5,07s 12,47s 

3000 3148950 7,12s 18,93s 
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Diagram of execution time comparison of 

Dijkstra’s algorithm realizations is shown in Figure 4.  

In Figure 4, the vertical axis represents the 

execution time of the algorithm, while the horizontal 

axis indicates the number of nodes in the network. It 

is important to note that the algorithm's execution 

time is stable and fluctuates within the hundredths 

and thousandths of a second due to a consistent 

pathfinding system, which allows for a reduction in 

the number of trials during the research to ten for 

networks with identical parameters. 

From the data obtained in the first phase of the 

study, the advantage of Dijkstra's algorithm based on 

binary trees can be observed. In networks with a small 

number of nodes, this advantage is minimal and 

amounts to less than 1 second; however, in more 

complex networks, the difference becomes 

pronounced, highlighting the importance of using 

more efficient data storage and processing methods 

compared to standard lists. 

Figure 4: Diagram of execution time comparison of Dijkstra’s algorithm realizations. 

Figure 5: Diagram of execution time comparison of ACO, Dijkstra’s and LCA algorithms. 
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2.3.2 ACO, Dijkstra’s and LCA Algorithms 
Comparison 

Based on the results of the first phase of the study, 

Dijkstra's algorithm was implemented using a binary 

tree. The next phase involves comparing ACO, 

Dijkstra’s and LCA algorithms based on execution 

time to determine the potential for fully utilizing 

ACO in networks. 

The comparison results are shown in Table 2 and 

the diagram of execution time comparison is shown 

in Figure 5. 

The execution time analysis clearly demonstrates 

that ACO exhibits significantly lower performance in 

terms of speed when compared to the other two 

algorithms. Furthermore, it is important to note that 

the difference in execution times becomes more 

pronounced as the network size increases, as 

evidenced by the cases involving 20-node and 120-

node topologies. 

While Dijkstra’s algorithm and LCA demonstrate 

comparable performance in small-scale networks, 

their efficiency diverges in larger topologies. For 

instance, in a simulated network consisting of 1,000 

nodes, the average Round Trip Time (RTT) for 

queries using the LCA algorithm was measured at 

approximately 0.02 seconds, whereas Dijkstra’s 

algorithm required an average of 0.71 seconds to 

complete equivalent path computations. This 

substantial difference highlights the superior 

scalability of the LCA approach in hierarchical 

network structures, where its logarithmic query 

complexity enables faster execution compared to the 

graph-based traversal required by Dijkstra’s 

algorithm. 

Table 2: Execution time comparison of ACO, Dijkstra’s 

and LCA algorithms. 

Network branching 

(nodes / connections) 

Dijkstra 

(binary 

tree) 

LCA ACO 

20 133 0,01s 0,01s 0,01s 

40 546 0,01s 0,01s 0,1s 

60 1239 0,01s 0,01s 0,4s 

80 2212 0,01s 0,01s 0,8s 

100 3465 0,01s 0,01s 1,4s 

120 4998 0,01s 0,01s 2,9s 

Additionally, it should be emphasized that using 

ACO in complex networks with more than 500 nodes 

is not effective at this stage of the algorithm's 

implementation and requires additional parameters to 

improve execution time. 

3 PROPOSED SOLUTION 

3.1 ACO Potential 

Considering the execution time of Dijkstra's 

algorithm in networks with a large number of nodes 

(see section 2.3.1), as well as its efficient use in 

modern networks, it is proposed to utilize a different 

potential of ACO instead of merely competing on 

speed and subsequently replacing the basic path 

optimization algorithm.  

ACO has certain application features that are 

absent in traditional algorithms due to their rigid 

working structure. These features involve dynamic 

parameter tuning and the ability to find alternative 

paths. This is achieved through the use of 

probabilistic elements and random selection. 

However, it is important to clarify that "random 

selection" in this context does not mean purely 

arbitrary choices. Rather, the decisions are guided by 

specific criteria such as Round Trip Time (RTT) 

values and the internal characteristics of the 

algorithm, which work together to improve overall 

efficiency and performance. 

The search for alternative paths is a localized task 

within the network's operation, meaning that it can be 

performed without the need to gather new RTT 

measurements or to completely reconstruct all the 

paths within the network. This makes ACO 

particularly suitable for real-time optimizations 

where it is impractical to recalculate the entire 

network.  

Such flexibility in path selection can prove useful 

in addressing various network management tasks, 

including the following: 

1) Temporarily reducing the amount of traffic on a

heavily congested path, allowing for better load

balancing and preventing bottlenecks in data

flow.

2) Identifying an alternative path for the transfer of

large volumes of data, especially when the

primary route is suboptimal for such specialized

tasks.

3) Discovering an optimal path that bypasses a

specific node, which may be temporarily

unavailable or malfunctioning, thereby 

maintaining network connectivity and 

minimizing disruptions during such outages. 
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These capabilities make ACO a valuable tool for 

addressing network issues that require dynamic and 

responsive solutions. 

3.2 Alternative Path Concept 
Realization 

To efficiently store and manage data regarding the 

shortest paths discovered by the algorithm, several 

key data structures are utilized within the code: 

▪ A temporary list of tuples "path – RTT value"

that each ant passed in a given iteration;

▪ a temporary list for storing the best path during

the current iteration;

▪ a dictionary for storing all the best paths found

in each iteration, along with the corresponding

RTT values, for easy output and future use.

The lists are called "temporary" because they are 

updated at the beginning of each new iteration, 

helping to collect new information about the paths 

traveled.  

The flowchart for collecting and processing the 

information obtained during the algorithm's 

execution is shown in Figure 6.  

Figure 6: Block-scheme of alternative path concept 

realization. 

This part of the algorithm begins operation after a 

list of all paths within the iteration has been formed. 

As the algorithm progresses, a dictionary is gradually 

populated with the best results, which is then passed 

on for further use at the end of the algorithm's 

execution. 

After sorting process according to user 

preferences, any number of paths close to the optimal 

can be selected. This allows for local route 

adjustments where necessary within the network, 

without consuming excessive network resources.  

4 CONCLUSIONS 

This article explores the performance and potential of 

the Ant Colony Optimization (ACO) algorithm 

compared to Dijkstra’s and LCA algorithms in 

network pathfinding tasks.  

Dijkstra’s algorithm was selected as a benchmark 

due to its status as a classical and widely accepted 

method for finding the shortest path in graphs, 

offering a deterministic and well-understood 

approach to pathfinding. In contrast, the LCA 

algorithm was chosen to represent more modern, 

structurally optimized methods, particularly suited 

for hierarchical or tree-based networks, where rapid 

ancestor queries can significantly reduce computation 

time. 

The comparative analysis demonstrates that while 

ACO offers adaptability and robustness in dynamic or 

uncertain environments, it lags behind in terms of 

computational speed. Dijkstra’s and LCA algorithms 

show comparable performance in small networks; 

however, LCA outperforms Dijkstra in large-scale 

networks due to its logarithmic complexity in query 

processing. These findings suggest that although 

ACO holds promise in flexible and heuristic-driven 

scenarios, classical and hierarchical algorithms 

remain superior in deterministic and high-

performance environments. 

The main potential of ACO lies in creating 

alternative path, whereby its probabilistic and 

pheromone-based path selection allows it to 

adaptively find additional optimal paths in cases of 

congestion, large data transfers, or node failures. 

The primary areas for improving ACO’s 

efficiency can be divided into two main groups: 

1) Time control task. One effective way to improve

time efficiency is by integrating time control

mechanisms into the algorithm’s execution. For

example, time-limiting conditions can be

introduced within each iteration or across the

entire algorithm run. These may involve

stopping the search early if no improvement is

detected over a defined number of iterations, or

imposing a maximum runtime per execution

24 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



cycle. Such constraints help manage resource 

consumption more effectively and make the 

algorithm more viable for time-sensitive 

applications. Additionally, they enhance 

scalability, allowing ACO to handle larger 

network graphs without exponential increases in 

computation time. 

2) Parameters research. The quality of the ACO

algorithm heavily depends on the choice of key

parameters, such as the number of ants,

iterations, pheromone evaporation rate, and the

influence of heuristic information (commonly

referred to as alpha and beta). Parameter

research involves systematic experimentation

and analysis to identify optimal settings for

various scenarios. This process may lead to the

development of parameter templates tailored to

specific network types (e.g., sparse, dense,

hierarchical) [11], enabling faster deployment

and better results without manual tuning.

Additionally, advanced approaches such as 

adaptive parameter tuning or machine learning-based 

optimization can further enhance ACO’s 

performance by dynamically adjusting parameters 

during runtime based on observed performance 

metrics. 

The article concludes that instead of positioning 

ACO as a direct competitor to Dijkstra’s and LCA 

algorithms, it should be seen as a complementary tool 

for specific network challenges. Combining the 

efficiency of Dijkstra’s or LCA algorithm for global 

pathfinding with ACO’s flexibility for local 

adjustments can yield optimal results in network 

productivity. 
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Abstract: This work is devoted to the structural optimization of 5G networks, specifically addressing the problem of 

base station (BS) placement optimization in indoor network deployment. A method is proposed for 

determining the number and optimal spatial coordinates of BSs in indoor environments, such as shopping 

malls or telemedicine centers, under random user distribution to ensure maximum coverage and network 

throughput while explicitly accounting for intra-system interference. The problem is characterized by 

dynamic environmental conditions, high user density, heterogeneous service demands, and the requirement 

for guaranteed network quality indicators, as well as the need to ensure reliable coverage in complex indoor 

layouts. As a result, the BS placement task is formulated as a nonlinear NP-complete integer programming 

problem. A genetic algorithm was employed to solve it, incorporating adaptive selection, crossover, and 

mutation operators. The fitness function was mathematically formulated to maximize the average user data 

rate while including penalty terms for BS overload, excessive BS proximity, and violations of minimum 

quality of service (QoS) thresholds. Numerical simulations demonstrate the effectiveness of the proposed 

approach, confirming that the developed method allows for structural optimization of 5G networks through 

intelligent base station placement under the influence of intra-system interference. 

1 INTRODUCTION 

In the context of rapid digital transformation and the 

exponential growth of data volumes, 5G technology 

has acquired strategic importance as a foundational 

component of modern information infrastructure. The 

efficient deployment of 5G networks is critical for 

ensuring sustainable economic development, 

strengthening national security, and enhancing the 

quality of life for citizens. 

Networks based on 5G serve as a fundamental 

service platform enabling a wide range of 

applications spanning various societal activity 

sectors. In particular, in telemedicine, 5G facilitates 

remote medical consultations and real-time patient 

monitoring [1]. Furthermore, 5G contributes to the 

development of intelligent transportation systems, 

providing seamless connectivity between vehicles 

and infrastructure, which enables traffic optimization 

and improves road safety. 

In the industrial domain, 5G unlocks the potential 

for automation of production processes and 

implementation of remote control and equipment 

monitoring systems, thereby increasing operational 

efficiency and productivity. In the entertainment 

sector, 5G supports high-resolution video streaming 

and virtual and augmented reality technologies, 

creating new opportunities for interactive content 

delivery. 

In this context, the problem of optimizing the 

network design process arises it is necessary to 

develop a network architecture capable of supporting 

the efficient operation of modern services, including 

telemedicine systems, intelligent transport 
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infrastructure, industrial automation, and other 

innovative applications. 

It is evident that 5G networks operate within a 

constantly evolving and dynamically changing 

environment, where the number of users, their 

mobility patterns, and service demands such as data 

rate and latency vary continuously. These ongoing 

environmental changes significantly impact on the 

characteristics, architecture, and operational 

trajectory of 5G networks. Given that such influences 

are persistent in nature, the structure and behavior of 

a 5G network transform every stage of its life cycle. 

Under these conditions, optimizing a 5G network as 

a complex and adaptive system becomes feasible only 

through continuous adaptation. One of the most 

practical and effective forms of such adaptation is 

structural optimization, particularly the optimization 

of BS placement. Accurate BS positioning is essential 

for ensuring adequate coverage, minimizing inter-cell 

interference, and maintaining high network 

performance under dynamic conditions. To account 

for the impact of electromagnetic interference on 

bandwidth allocation, an accelerated genetic 

algorithm can be used [2]. 

An important and highly relevant task is 

optimizing 5G BS placement in indoor environments, 

such as shopping malls, medical institutions, and 

educational facilities. In medical institutions, where 

services like telemedicine and remote health 

monitoring are in use, the optimization of BS 

placement becomes a matter of vital importance. 

In shopping malls, where many visitors 

simultaneously use mobile devices for navigation, 

shopping, entertainment, and communication, 

optimal BS deployment is essential to ensure high-

quality and reliable connectivity. 

The high user density, the rapid fluctuation in user 

presence, the diversity of services, and the 

requirement for robust coverage in complex indoor 

layouts all indicate that the problem of 5G BS 

placement is a complex, multi-criteria optimization 

challenge. It demands a comprehensive analysis that 

accounts for numerous factors, including coverage, 

throughput capacity, deployment cost, and energy 

efficiency. Solving this problem would enable the 

network's structural optimization, provide uniform 

coverage, avoid network congestion, and ensure high-

quality service delivery to end users. 

The problem of optimizing the placement of BSs 

has been studied by numerous researchers who have 

proposed various approaches and methodologies. In 

[3], a method for planning the optimal deployment of 

5G BSs is introduced, combining conventional 

techniques with differential evolution algorithms 

while considering parameters such as transmission 

speed, planning accuracy, and planning depth. 

In [4], under the conditions of a heterogeneous 

network structure, a heuristic solution based on a 

genetic algorithm is proposed to solve the BS 

placement problem. In [5], the time complexity of 

solving such classes of problems is addressed through 

optimization based on a genetic algorithm, aiming to 

reduce computation time. 

In [6], the optimal placement of BSs in open 

terrain is investigated. The solution is also based on a 

genetic algorithm and considers factors such as 

installation costs, Euclidean distances between BSs, 

maximization of the coverage area per BS, and 

guaranteed throughput per user. 

In summary, it can be stated that the problem of 

structural optimization specifically, the placement of 

base stations in 5G networks remains a highly 

relevant research challenge that has attracted 

significant attention from the scientific community. 

The proposed solutions in the literature are largely 

based on the use of genetic algorithms, which enable 

adaptation to the dynamic nature of the problem. 

However, it is important to note that many 

existing studies have been conducted under "ideal 

conditions" where critical factors such as intra-system 

interference were not considered. This simplification 

limits the applicability of such models in realistic 

deployment scenarios, particularly in dense indoor 

environments. 

Intra-system interference, arising from signal 

collisions between neighboring base stations and 

between user terminals, is a critical factor that limits 

the performance and reliability of 5G networks. As 

the density of BS deployments and user terminals 

increases, the network becomes increasingly 

susceptible to significant degradation in 

communication quality. 

Existing models often fail to account for intra-

system interference, which leads to reduced 

throughput, increased latency, deterioration in user 

QoS, and inefficient utilization of the radio spectrum. 

Therefore, studying base station placement 

optimization in 5G networks with explicit 

consideration of intra-system interference is a 

pressing research and engineering challenge. The 

development of advanced mathematical models and 

optimization algorithms aimed at minimizing the 

impact of interference is essential to enhancing 

network performance and reliability, ensuring high-

quality service delivery, and improving the efficiency 

of spectrum usage. When developing a genetic 

algorithm, it is necessary to consider numerical 

analysis methods that can be used to optimize the 
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algorithm's parameters [7]. For effective quality of 

service provisioning in wireless mesh networks, 

packet-level resource allocation methods can be 

used [8]. 

2 PROBLEM FORMULATION 

This study aims to develop a method (algorithm) for 

determining the spatial coordinates of base stations 

(BSs) in the context of deploying a 5G network in 

indoor environments - such as shopping centers or 

telemedicine facilities - under conditions of random 

user distribution. The proposed solution aims to 

ensure maximum network coverage and throughput 

while explicitly considering the impact of intra-

system interference arising from signal collisions 

between users and adjacent base stations. 

It is evident that during the techno-economic 

justification of 5G network topology design, it is 

necessary to consider key performance indicators 

such as throughput, QoS, reliability, and deployment 

cost. 

The described problem belongs to the class of 

structural optimization problems, and in terms of 

optimization theory, it can be formulated as follows: 

There exists a bounded indoor environment (e.g., 

a business center or a medical facility) within which 

a 5G network must be deployed. The network consists 

of several BSs, each assigned a unique identifier and 

associated with spatial coordinates. 

Within the boundaries of this object, a fixed 

number of user terminals (UEs) are randomly 

distributed across the area (see Fig. 1). 

The objective is to determine the optimal number 

of base stations and their optimal locations in such a 

way as to provide effective signal coverage over the 

entire area, maximize the average data rate per user 

and account for indoor propagation conditions, where 

radio signals are affected by multipath, obstructions, 

and intra-system interference. 

This interference arises from adjacent base 

stations and other nearby users operating within the 

same frequency bands. The resulting problem 

requires multi-criteria optimization, where spatial 

arrangement directly impacts performance indicators 

such as coverage, throughput, and QoS. 

The formulated problem of 5G base station 

placement optimization is a nonlinear, NP-complete, 

integer programming task. Exact solutions to such 

problems typically require exhaustive search over the 

solution space; however, this approach becomes 

impractical for high-dimensional instances due to the 

exponential growth of computational complexity. 

As a result, a wide range of heuristic methods 

have been developed and are commonly employed to 

obtain near-optimal solutions within acceptable 

computational time. Among the well-known heuristic 

approaches for nonlinear optimization are the penalty 

function method, the projected gradient method, the 

interior-point method, and the branch and bound 

technique. These methods are generally based on 

pseudo-random search strategies and systematically 

evaluating the explored solution space. 

Figure 1: A typical shopping mall scenario. 
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In this context, nature-inspired algorithms, 

particularly genetic algorithms (GAs), have 

demonstrated significant potential. Thanks to their 

mutation mechanism, which introduces random 

perturbations into candidate solutions, GAs can 

escape local minima and explore broader regions of 

the search space. 

Moreover, genetic algorithms are well suited to 

solving large-scale problems due to their: 

▪ ability to handle a large number of variables;

▪ lack of dependence on gradient information and

inherent parallelism allows for computational

acceleration.

As noted in [9], GAs have been successfully 

applied to various optimization problems in 

infocommunications. For these reasons, a genetic 

algorithm was selected as the core method for solving 

the optimization problem described in this study. 

3 PROPOSED METHOD 

As input data for the model, we consider: 

▪ a matrix of spatial coordinates for the base

stations (BSs);

▪ the technical characteristics of the BSs;

▪ the geometric parameters of the deployment

environment.

The environment is modeled as a square area of 

size A A  meters, containing N  mobile users 

( ),i i in x y= and M  base stations ( ),j j jm x y= , 

which are initially randomly positioned using the 

Monte Carlo method. 

The objective is to determine the coordinates of 

the base stations that maximize the average data rate 

for all users, while explicitly considering intra-system 

interference, including interference from neighboring 

BSs and nearby users (1). 

 1 2, ... ,KM m m m= ( ),j j jm x y= (1) 

Accordingly, the objective function of the 

optimization problem can be formulated as follows 

(2): 
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iR is the data rate for user i , minR  is the minimum 

acceptable user rate, maxn  is the maximum capacity 

per BS, ( )   is the indicator function,  ,   and   

are penalty coefficients.  

The achievable data rate for a given user i  can be 

estimated (3) using the Shannon–Hartley theorem, 

which accounts for the signal-to-interference-plus-

noise ratio (SINR): 
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where B  is the available channel bandwidth (Hz),, 

*,i j
P  is the power received by user i  from its serving 

base station 
*j , ,i kP is the interfering power received

from base station, 0N is the thermal noise power.  

The power received by user i  from its serving 

base station 
*j calculated as follows (4): 
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BS BS
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i j

P G
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PL
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where BSP is the transmit power of the base station, 

BSG is the antenna gain of the base station, ,i jPL is 

the path loss between BS j and user i . 

For the selected environment (a shopping mall), 

we apply the Indoor Path Loss Model [10], which 

captures signal propagation characteristics in 

complex indoor scenarios with obstacles and dense 

user presence (5). 

( )
,

, 0 10
0 1

10 log

K
i j

i j k

k

d
PL PL d v L X

d


=

 
= + + + 

 
 , (5) 

where ( )0PL d  is the free-space loss at the reference 

distance., ,i j i jd n m= −  is the distance between the 

BS and user, v  is the path loss exponent 

(environment-dependent, e.g., 2–4), kL is the loss 

introduced by the k-th obstacle (e.g., wall, glass), K

is the number of obstacles, ( )20,X N : is a 

Gaussian random variable accounting for shadow 

fading,.  

In terms of the genetic algorithm (GA), the 

solution space is represented as a population 

consisting of multiple individuals, where each 
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individual encodes a candidate deployment 

configuration of M  base stations. 

Formally, an individual (chromosome) can be 

represented as (6): 

1 1

2 2 2

... ...

M

M M

x y

x y
X

x y



 
 
 = 
 
 
 

,  (6) 

At the next step, a total of K  individuals 

(candidate solutions) are generated to form the initial 

population of the genetic algorithm.  (1) ( ),..., KX X . 

The coordinates of each base station ( ),j j jm x y=

are randomly initialized within the boundaries of the 

selected area, ensuring that all initial placements lie 

within the defined indoor environment A A . 

For each individual, the objective (fitness) 

function is evaluated based on the resulting network 

performance. Specifically, the data rate is calculated 

for every user, and the average user throughput is 

used as the primary fitness metric. 

Individuals that achieve higher average user rates 

are selected to advance to the next generation. Among 

a randomly chosen subset of the population, the best-

performing individual is identified as an elite solution 

and retained. 

Next, a crossover operation is applied—this 

involves combining the coordinates of two parent 

individuals to generate an offspring. Formally, given 

two parent solutions (7), (8): 

( )1 21 , [0,1]childX X X  = + −  , (7) 

This operation blends the base station positions 

from two selected parents to produce a new candidate 

solution, promoting diversity and the exploration of 

promising regions in the solution space. 

Another essential step of the genetic algorithm is 

the mutation operation, which involves a random 

displacement of a single base station within the 

boundaries of the deployment area. 

( )2, 0,j jm m N   + : . (8) 

4 EXPERIMENTAL RESULTS 

Figure 2a illustrates the initial random placement of 

10 base stations (red triangles) within a 100×100 

meter indoor area containing 200 active users (blue 

dots), uniformly distributed using the Monte Carlo 

method. This initial configuration demonstrates non-

uniform coverage, with evident clustering of base 

stations in certain regions and coverage holes or 

"dead zones". 

Figure 2b shows the optimized deployment of 

base stations (green triangles) obtained through the 

genetic algorithm-based optimization. The base 

stations are now more evenly distributed, 

significantly reducing poor coverage areas and more 

effectively adapting to user density across the 

environment. 

As shown in Figure 2, after optimization, the base 

stations were placed more uniformly across the 

service area, leading to improved coverage and 

reduced dead zones. 

To provide a clear visual representation of how 

this optimized placement affects signal quality, SINR 

heatmaps are presented in Figures 3a and 3b, 

illustrating the spatial distribution of the signal-to-

interference-plus-noise ratio (SINR) before and after 

optimization. 

The improvement in SINR directly impacts user 

service quality, particularly on the achievable data 

rate. Figures 4a and 4b present the heatmaps of the 

estimated user data rates (in Mbps) before and after 

optimization, respectively. 

It is evident that after optimization, a significant 

portion of the area achieves higher data rates, while 

low-throughput zones have been substantially 

minimized. 

5 CONCLUSIONS 

In this study, a comprehensive mathematical model 

of a fifth-generation (5G) mobile communication 

network was developed, considering the spatial 

distribution of base stations (BSs), intra-system 

interference, signal level, SINR, and data rate for each 

user. Particular attention was given to the problem of 

optimal BS placement in indoor environments, such 

as shopping malls and medical centers, which is 

especially relevant due to high user density and 

complex propagation conditions. 

To solve the optimization problem, a genetic 

algorithm was implemented with adaptive operators 

for selection, crossover, and mutation. The 

mathematical formulation of the fitness function 

aimed to maximize the average user data rate, while 

incorporating penalties for base station overload, 

excessive deployment density, and violations of 

minimum quality of service (QoS) requirements. 
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а)                                                                                              b) 

Figure 2: Distribution of users (а) and base stations (b) within the considered area. 

а)                                                                                        b) 

Figure 3: SINR heatmap before (a) and after optimization (b). 

a) b) 
Figure 4: Rate heatmap before (a) and after optimization (b). 
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As a result of numerical simulations conducted for 

a 100×100 meter area with 200 users and 10 base 

stations, a significant improvement in key network 

performance metrics was observed. In particular, the 

average user data rate increased from approximately 

123.25 Mbps to 133.76 Mbps after optimization. 

Furthermore, the number of areas with poor 

coverage (i.e., low SINR) was significantly reduced, 

and users experiencing data rates below 5 Mbps were 

effectively eliminated. The heatmaps of SINR and 

data rate confirmed that the optimized BS placement 

provides a more uniform distribution of resources 

across the area and ensures effective coverage 

throughout the environment. 

The research confirms the effectiveness of 

evolutionary approaches for solving the problem of 

radio network planning, particularly in high-density 

indoor environments with limited physical space. 

Further development of the proposed model may 

include: 

▪ support for multi-floor environments,

▪ path loss modeling those accounts for wall

materials and obstructions,

▪ adaptive frequency resource management, and

▪ the application of deep learning methods for

predictive base station placement based on user

traffic patterns.
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Abstract: The rapid integration of artificial intelligence (AI) in education necessitates the development of effective 

strategies for optimizing routine teaching tasks. This study explores the relevance of prompt engineering as a 

tool for enhancing AI-generated responses, reducing educators' workload, and improving the efficiency of 

lesson planning, content creation, and assessment design. The primary objective of this research is to develop 

and evaluate a structured methodology for designing prompts that maximize the relevance, completeness, and 

applicability of AI-generated outputs. To achieve this goal, a three-phase methodology was employed: (1) a 

preparatory phase involving a literature review and the development of standardized educational prompts, (2) 

an experimental phase testing these prompts across multiple AI chatbot models (Claude, GPT, and Copilot), 

and (3) an analytical phase assessing chatbot responses based on predefined criteria, including relevance, 

accuracy, completeness, practicality, and structuredness. The results indicate significant differences in chatbot 

performance. Claude demonstrated superior contextual understanding, GPT provided well-balanced and 

structured responses, while Copilot exhibited high factual accuracy but required improvements in contextual 

adaptation. Statistical analysis using the Kruskal-Wallis H test confirmed these variations, highlighting the 

necessity of model-specific prompt optimization. The study’s findings have both practical and theoretical 

significance. Practically, they provide educators with a structured approach to prompt engineering, enabling 

more effective use of AI tools in teaching. Theoretically, the research contributes to the growing field of AI- 

assisted education by offering insights into optimizing human-AI interaction. The conclusions emphasize the 

need for continued refinement of AI models and further exploration of prompt engineering techniques. Future 

research should focus on expanding testing across various disciplines and integrating AI-driven tools into 

digital learning environments to enhance personalized education. 

1 INTRODUCTION 

The rapid development of digital technologies has 

significantly impacted the cognitive processes of 

modern students, particularly Generation Alpha, who 

are accustomed to constant digital exposure. This has 

led to "clip thinking," where attention shifts quickly 

between content, posing challenges for deep focus 

and long-term retention [8]. Traditional educational 

methods may not align with their needs, necessitating 

innovative approaches. Integrating generative 

language models and prompt-based technologies into 

education can optimize routine tasks, enhance 

teaching efficiency, and create customized materials 

that resonate with digital learners [1], [5]. 

This study explores how prompt-writing 

technologies can optimize educational tasks and 

create engaging learning materials for Generation 

Alpha, leveraging AI models like GPT, Claude, and 

Copilot. The research demonstrates AI's potential in 

optimizing pedagogical activities, creating 

educational content, personalizing learning 

experiences, and increasing student engagement. 

Effective prompt engineering is crucial for successful 
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AI interaction, emphasizing the need for precise and 

structured prompts [2]. The study aims to develop and 

evaluate a structured methodology for creating 

prompts that optimize routine educational tasks.  

Research Questions: 

1) How do different AI chatbots (Claude, GPT,

Copilot) respond to structured educational

prompts?

2) What factors influence the accuracy,

completeness, and applicability of AI-generated

responses?

3) How can prompt engineering be refined to

maximize its effectiveness in an educational

setting?

2 PROMPT ENGINEERING IN 

EDUCATION 

The process of designing, optimizing, and refining 

prompts to enhance the efficiency of generative AI 

models is known as prompt engineering. At the 

current stage of technological development, the 

prompt has evolved from a simple “query” to a crucial 

tool for interacting with LLMs (large language 

models). Prompt engineering now encompasses not 

only textual data but also other modalities, such as 

image, audio, and video processing. The prompt is 

input text or other forms of data provided to a 

language model (or another generative system) to 

initiate the generation of an appropriate response. The 

structure of a prompt may include instructions, 

questions, examples, context, or a combination of 

these elements. The functional purpose of a prompt is 

to set the parameters and context for the model’s 

operation, guiding it toward generating the desired 

response or behavior. There are two primary types of 

prompts: textual (instructions or queries) and 

multimodal (combinations of text with images, audio, 

etc.). 

According to Schulhoff et al. [7], the prompt 

engineering process for maximizing the potential of 

LLMs and obtaining relevant, accurate, and useful 

results with minimal effort involves the following 

stages:  

1) Design. Formulating a prompt for a specific task

considering the goal, target audience, and

context.

2) Optimization. Applying various techniques such

as few-shot prompting (adding a few examples

of desired responses to the main query), chain-

of-thought prompting (encouraging the model to

generate a sequential logical thought process

before forming the final answer), or specifying 

response formats to improve accuracy.  

3) Iteration. Experimental testing of different

prompt variations and analyzing the obtained

results.

4) Adaptation. Adjusting prompts based on the

specific characteristics of the model and

changes in task requirements.

The publication "The Prompt Report: A 

Systematic Survey of Prompting Techniques" [7] 

provides recommendations for creating prompts for 

LLMs like ChatGPT and discusses issues related to 

safety and reliability. Based on these 

recommendations, the following requirements for the 

prompt creation process can be formulated:  

1) Clarity and specificity.

2) Contextualization.

3) Use of examples (few-shot prompting).

4) Task decomposition into steps (chain-of-thought

prompting).

5) Specification of response format.

6) Avoiding ambiguous terms.

7) Testing and iteration.

8) Consideration of ethical aspects.

According to Wei et al. [9], prompt engineering is

a tool for adapting language models to specific 

contexts. For example, in solving educational tasks, 

prompts should consider subject specificity and the 

students’ level of knowledge, among other factors. 

Moreover, we agree with authors who view 

prompt engineering as an interdisciplinary skill that 

combines knowledge about query structure, AI tools, 

and task specifics. This position deserves attention 

since writing high-quality prompts in a particular 

field context requires subject knowledge, certain 

linguistic skills, logical thinking, and more. This is 

where the complexity and multidimensionality of 

prompt engineering lie. When developing prompts, it 

is essential to understand how linguistic nuances 

impact the capabilities of generative AI, ensuring the 

creation of authentic and well-adapted content for 

effective teaching and learning interactions [4]. 

Bozkurt and Sharma [3] emphasize the 

importance of developing prompt engineering skills 

among educators to effectively harness the full 

potential of generative AI in educational contexts. 

They argue that co-creation involving generative 

AI represents a powerful approach in education, 

highlighting the significance of human-machine 

interaction facilitated by carefully crafted prompts. 

Approaches to writing prompts often include 

using clear and specific instructions, keywords, tone, 

and response style settings. However, essential 
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elements for creating a quality prompt must be 

highlighted:  

1) Instruction. A specific task the user wants the AI

to perform, such as “write a motivational speech

for a lesson” or “create a story.”

2) Context. Information that can guide the model

to provide more accurate answers, such as the

lesson topic, objectives, or story theme and

style.

3) Input data. Detailed contextual information,

such as structural elements of the lesson or

specific problem types, or detailed descriptions

of characters in a story. Providing examples of

desired outcomes is also appropriate.

4) Output type or format. For example, “a fantasy

story of 400 words.” Currently, no definitive

guidelines exist for creating quality prompts for

educational purposes. However, it is essential to

avoid unclear and ambiguous formulations since

AI may misinterpret the request and produce

unintended results. The absence of context or

grammatical errors can also lead to

misunderstandings by the AI. Experimenting

with different formulations to find the best

approach for your task is crucial.

Bozkurt and Sharma [3] suggest strategies for 

creating effective prompts:  

1) Clearly define the goal. Specify the purpose,

desired response type, or result.

2) Understand the AI model’s capabilities.

Leverage the model’s strengths and limitations,

creating prompts aligned with its expertise. Role

prompting (assigning specific roles) can

sometimes “break” the model’s default

behavior.

3) Use concise and clear formulations. Avoid

confusing or irrelevant prompts.

4) Provide sufficient context. Enable the AI model

to better understand the task or subject.

5) Use examples of desired outcomes. Show the AI

what kind of output is expected.

6) Fine-tune and debug prompts. Make 

adjustments for improved results.

7) Specify output format or structure. Provide

clarity on how the answer should look.

8) Include key details. Ensure the AI receives all

necessary information.

9) Test different prompt variations. Identify the

most effective formulation.

10) Consider safety and ethical aspects. Maintain

responsible AI usage practices.

According to the authors, adhering to these 

strategies allows educators, researchers, and users to 

optimize prompt engineering for meaningful and 

accurate responses from language models, aligning 

with their specific goals and requirements. They 

underscore that effective prompt engineering is not 

merely a technical skill but an art of communication 

that requires understanding AI’s technical 

capabilities and the nuances of human language and 

interaction [3]. 

2.1 Technology for Creating Prompts 
for Optimizing Routine Tasks in 
Education 

Based on the analysis of scientific literature on the 

issues of prompt engineering, a technology for 

creating prompts has been developed, aimed at 

optimizing routine tasks in the educational sphere. 

Prompts, as instructions for artificial intelligence (AI) 

systems, allow automating such pedagogical 

processes as developing lesson plans, creating 

learning tasks, preparing didactic materials, checking 

work, etc. The prompt creation process is considered 

according to the main stages: design, optimization, 

iteration, and adaptation. 

Design Stage. Forming a Basic Prompt The 

prompt creation stage involves designing an initial 

request, which includes formulating a clear 

requirement (determining the desired result), 

specifying the topic and goal, determining the 

response format and target audience. Additional 

details can increase the effectiveness of the prompt.  

For example, “Create 5 mathematical problems 

for 2nd grade students on the topic ‘Addition and 

subtraction of two-digit numbers.’ The level of 

complexity is simple problems that are solved by 

arithmetic operations of addition and subtraction. The 

format is plot problems with practical content.” 

Optimization Stage. Correction and Clarification 

of the Prompt The next stage is the evaluation of the 

result – the generated AI answer. The evaluation 

includes checking the correspondence of the response 

to the query, its correctness (truthfulness) and the 

logic of the information presented. In the case of 

partial or complete non-compliance of the result with 

the user's expectations, the prompt is optimized. 

Optimization may include: adding clarifications, 

breaking the task into subtasks, providing examples, 

indicating specific requirements. For example, the 

optimization of the previous prompt may look like 

this: "Additional requirements: each task must 

contain a context that describes situations from the 

school life of students; the formulation of the task 

must correspond to the canonical structure (first the 
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condition, then the question); include visual elements 

(diagrams, tables)." 

Usage and Iteration Stage After obtaining a 

satisfactory result, the prompt can be generalized 

(formed into a template) and used to perform similar 

routine tasks. For the purpose of effective use, it is 

advisable to save successful prompts for further use. 

In the process of reusing the prompt, there may be a 

need to improve it based on the accumulated 

experience. Experimenting with different prompt 

formulations is a process of iteration. This stage is not 

mandatory and is performed as needed. 

2.1.1 Prompt Creation Algorithm 

The prompt creation process can be presented as the 

following algorithm: 

1) Formulation of the basic query with additional

details (if necessary):

▪ Clear requirement/question.

▪ Topic and goal/objective.

▪ Type and format of the response.

▪ Target audience.

▪ Additional details.

2) Evaluation of the quality of the response to the

basic query:

▪ Relevance of the query.

▪ Completeness of the response.

▪ Correctness of the information.

▪ Practical applicability.

3) Optimization (if necessary):

▪ Adding clarifications.

▪ Breaking down into subtasks.

▪ Providing examples.

▪ Indicating chain-of-thought prompting.

▪ Assigning the role of AI.

4) Checking the result (after optimization):

▪ Relevance of the request.

▪ Completeness of the answer.

▪ Correctness of the information.

▪ Practical applicability.

5) Iteration (if necessary):

▪ Clarifying the requirements.

▪ Adding details.

▪ Changing the format.

▪ Correcting the structure.

For educators new to creating prompts for AI 

systems, it is recommended to start with a basic 

prompt and gradually add contextual details. Using 

standardized templates can facilitate this process. The 

following template is suggested: 

1) Task: [clearly formulate the required action or

result].

2) Topic: [specify the subject area or topic of the

task].

3) Target audience: [describe the characteristics of

the audience (e.g., grade, level of knowledge,

age)].

4) Format: [determine the desired format of the

output (e.g., list, table, essay)].

5) Additional requirements: [specify specific

requirements such as volume, style, level of

detail, visual elements].

This template helps structure the request and 

provides necessary information for correct AI 

interpretation. Avoid the following mistakes:  

1) Overly general query. Vague wording leads to

ambiguous results. For example, instead of

"Create a math problem," use "Create three

problems to find the area of a rectangle for 5th

graders."

2) Conflicting requirements. Contradictory 

instructions can confuse the AI and lead to 

incorrect answers.  

3) Overloading with details. Too many details at

the initial stage can complicate the prompt

creation process. Add details gradually.

4) Examples of optimized prompts. Overly general

wording:

▪ Incorrect: "Create a math problem."

▪ Optimized: "Create 5 math problems: Topic:

adding fractions, Grade: 6, Difficulty level:

medium, Problem types: 2 on calculations, 3

text problems."

5) Conflicting requirements:

▪ Incorrect: "Solve the problem quickly, but

explain each step in detail."

▪ Optimized: "Solve the problem of finding

the area of a triangle with sides 3, 4, 5. Use

Heron's formula. Show intermediate

calculations. Write down the answer with an

explanation."

Note that various prompt optimization techniques 

can also be used at the stage of designing the basic 

prompt, depending on the task at hand: 

1) Step-by-step process description: chain-of-

thought prompting:

2) Sample response: few-shot prompting.

3) Specific role or expertise: role prompting.

4) Complex structure: structuring + chain-of-

thought.

5) Creative task: role prompting + few-shot.

6) Solving complex problems: chain-of-thought +

few-shot.
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This approach allows teachers to master prompt 

engineering skills and effectively use AI in 

educational activities. The proposed algorithm 

optimizes the process of creating prompts for AI, 

ensuring relevant and useful results for routine 

educational tasks. 

2.2 Methodology 

2.2.1 Research Design 

The study follows a three-phase approach: 

1) Preparatory stage. Literature review, 

identification of routine educational tasks, and 

development of structured prompts.  

2) Experimental stage. Testing prompts across

Claude, GPT, and Copilot chatbots,

documenting response quality.

3) Analytical stage. Comparative evaluation of

chatbot responses using predefined assessment

criteria.

2.2.2 Research Methods 

At the preparatory stage, existing approaches to 

prompt engineering and typical errors when creating 

prompts were studied using the following methods:  

1) Analysis of scientific publications, articles,

reports, and API documentation of chatbots

using search engines: Web of Science, Scopus,

Google Scholar, Researchgate, and other

scientific databases.

2) Analysis of the teacher's pedagogical activity to

identify typical routine tasks in the lesson,

develop prompt templates for different types of

activities and stages of the lesson, and model the

teacher's activity in developing tasks from

different subject areas (e.g., mathematics,

Ukrainian language).

At the experimental stage, the effectiveness of the 

developed technology was assessed by comparative 

analysis of the responses of different chatbots to the 

same prompts. Experimental testing involved 

applying identical prompts to different chatbot 

systems and further analysis of the generated 

responses with subsequent optimization and iteration. 

Meta-prompts were developed to solve certain 

routine teacher tasks, and data on the responses of 

different chatbots to the same prompts were collected. 

At the analytical stage, quantitative processing of 

the obtained results was carried out, comparative 

analysis of the responses of different chatbots by each 

criterion was conducted, and mathematical statistics 

methods were applied to identify statistically 

significant differences between the results.  

Preparatory Stage of the Study. At this stage, 

chatbot models were selected for further testing. The 

results of a survey of teachers at Ukrainian 

universities [8], publications by scientists from other 

countries [1], [5] showed the high popularity of Chat 

GPT among Ukrainian educators, correlating with 

global trends. Given the integration of the Copilot 

chatbot into the Microsoft 365 corporate suite, widely 

used in Ukrainian universities, the choice of Chat 

GPT and Copilot for testing the developed prompt 

creation technology is justified.  

Based on the survey results and subjective 

preferences, the Claude chatbot was chosen as the 

third object of the study [8]. At the time of the study, 

limited scientific publications were found on the 

spread of the Claude chatbot among teachers in other 

countries, while most research focuses on Chat GPT. 

Thus, the result of the preparatory stage was the 

selection of three chatbots for experimental testing: 

Chat GPT, Copilot, and Claude.  

A set of test tasks in mathematics and the 

Ukrainian language was created, for which the 

corresponding basic prompts were developed. The 

teacher's activities in organizing students' educational 

and cognitive activities in the lesson were analyzed 

based on the generally accepted structure of a 

combined lesson, which includes the following 

stages:  

1) the motivational stage of the lesson;

2) the stage of updating knowledge and methods of

activity;

3) the stage of formation of new knowledge and

methods of action;

4) the stage of consolidation and formation of

skills and abilities;

5) the stage of lesson results and reflection of

educational and cognitive activity.

Within each stage, various routine tasks are 

implemented, related to different types of student 

activities (e.g., oral survey, mathematical or spelling 

dictation, individual survey, homework check) and 

different forms of organization of educational activity 

(collective, pair, group, individual). Considering the 

characteristics of modern students as representatives 

of the digital generation, one task a teacher can solve 

with AI is creating interactive learning environments, 

such as lesson shells or individual stages of lessons in 

the format of journeys, quests, competitions.  

The following criteria were defined to assess the 

effectiveness of the prompt:  

1) Relevance (K1) – alignment with the initial

prompt.
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2) Completeness (K2) – depth of the response.

3) Accuracy (K3) – consistency with educational

standards.

4) Practicality (K4) – direct applicability in lesson

planning.

5) Structuredness (K5) – logical organization of

the response.

A five-point evaluation scale is used for these 

criteria. For example, for criterion K1 (Request 

compliance):  

▪ 5 – full compliance with all prompt

requirements;

▪ 4 – compliance with the main requirements

with minor deviations;

▪ 3 – partial compliance with the 

requirements; 

▪ 2 – significant deviations from the

requirements;

▪ 1 – minimal compliance;

▪ 0 – complete non-compliance.

At the preparatory stage, a form was developed 

for recording the results of the responses of the three 

studied chatbots – Chat GPT, Copilot, and Claude. 

This form allows systematizing and comparing the 

obtained data, ensuring the objectivity and scientific 

validity of the study.  

Using the developed technology, 12 generalized 

prompts were created to solve routine tasks that may 

arise in the professional activities of teachers of any 

subject. At this stage of the study, experimental 

testing was conducted, which consisted of applying 

these prompts to different chat models. For this, the 

generalized prompts were detailed on the material of 

two academic subjects: mathematics and the 

Ukrainian language. 

2.2.3 Analytical Stage of the Study 

At this stage, a quantitative analysis of the results was 

conducted, including a comparative evaluation of 

responses generated by different chatbot models 

based on the prompt evaluation criteria. Additionally, 

statistical processing of the testing results for the 

prompt creation technology was performed. This 

enabled the interpretation of the experimental data 

and the formulation of conclusions regarding the 

effectiveness of the developed technology. 

To assess the differences in responses produced 

by various chatbot models (ChatGPT, Copilot, 

Claude) based on prompts designed using the 

proposed methodology, the Kruskal-Wallis H test 

was applied at a significance level of α = 0.05. The 

selection of this statistical test is justified by its 

capability to determine variations in response 

evaluations when switching between chatbot models. 

The general hypothesis of the study was 

formulated as follows: using the developed 

technology, prompts were generated that allow 

obtaining relevant responses from different chatbot 

models according to predefined criteria.  

The following statistical hypotheses were tested at 

a significance level of α = 0.05:  

1) H0 (null hypothesis). There is no statistically

significant difference in the scores of responses

(by a specific criterion) generated by different

chatbot models based on prompts developed

using the proposed technology.

2) H1 (alternative hypothesis). There is a

statistically significant difference in the scores

of responses (by a specific criterion) generated

by different chatbot models based on prompts

developed using the proposed technology.

Kruskal-Wallis H test calculations were 

performed separately for responses to prompts used 

in Ukrainian language lessons and separately for 

mathematics lessons. 

According to the results presented in Table 1, the 

null hypothesis was rejected in all cases, confirming 

that there are statistically significant differences in the 

evaluation of responses (by specific criteria) 

generated by different chatbot models based on 

prompts developed using the proposed technology at 

a significance level of p ≤ 0.01.  

Pairwise comparisons between chatbots for each 

criterion were also performed. The results indicated 

statistically significant differences (p ≤ 0.01) in the 

assessment of prompts between Claude and Copilot 

for criteria K1 (Relevance to request) and K3 

(Information accuracy). Additionally, significant 

differences were observed between Claude and 

ChatGPT for criterion K4 (Practical applicability), as 

well as between Claude and ChatGPT (p ≤ 0.01) and 

Claude and Copilot (p ≤ 0.05) for criterion K5 

(Response structure). In the evaluation by criterion 

K2 (Completeness of the response) insignificant 

differences between Claude and Copilot were found 

(p ≤ 0.02). 

Table 1: Kruskal-Wallis test results (К) Ukrainian 

language. 

Criterion (K) Test statistic, asymptotic significance 

(2-sided) 

K1 9.564, p= 0.08 

K2 6.230, p=0.044 

K3 7.582, p=0.023 

K4 10.404, p=0.006 

K5 9.406, p=0.009 
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In the case of testing prompts for mathematics 

lessons (Table 2) according to criteria K1, K2, K3, 

and K4, the null hypothesis (H0) was accepted, 

indicating no statistically significant differences in 

responses generated by different chatbot models 

based on the developed prompts. Therefore, pairwise 

comparisons were not conducted for these criteria. 

Table 2: Kruskal-Wallis test results for mathematics. 

Criterion (K) Test statistic, asymptotic 

significance (2-sided) 

K1 2.722, p=0.256 

K2 2.191, p=0.334 

K3 1.444, p=0.486 

K4 0.105, p=0.949 

K5 6.106, p=0.047 

However, for criterion K5 (Response structure), 

the null hypothesis was rejected (p ≤ 0.05), 

confirming significant differences in the evaluations 

of chatbot responses. Pairwise comparisons revealed 

significant differences between Claude and Copilot (p 

≤ 0.05). The results of the calculations are shown in 

Table 3. 

The statistical analysis confirmed the 

effectiveness of the developed prompt creation 

technology for chatbot responses. For Ukrainian 

language prompts, significant differences were found 

among chatbot responses for all evaluation criteria, 

particularly between Claude and Copilot, as well as 

Claude and ChatGPT. In contrast, for mathematics 

prompts, significant differences were observed only 

for the criterion of response structure (K5), 

specifically between Claude and Copilot. 

Table 3: Pairwise comparisons for K5 (mathematics 

prompts). 

Comparison Test statistic, SE, 

z, p-value 

Copilot - ChatGPT 4.083, SE = 2.958, z = 

1.380, p = 0.167 

Copilot - Claude 7.292, SE = 2.958, z = -

2.465, p = 0.014 

ChatGPT - Claude 3.208, SE = 2.958, z = -

1.085, p = 0.278 

These findings suggest that the effectiveness of 

the prompt creation methodology may vary 

depending on the subject area. Future research could 

explore refinement strategies for prompt engineering 

to enhance response consistency across different AI 

chatbot models. 

3 CONCLUSIONS 

The study confirmed the effectiveness of the 

developed technology for creating educational 

prompts across various subjects, including 

mathematics and the Ukrainian language. Statistical 

testing using the Kruskal-Wallis H test demonstrated 

that different chatbot models (ChatGPT, Copilot, 

Claude) exhibit varying abilities in generating 

responses.  

For Ukrainian language prompts, significant 

differences were found in responses based on 

multiple criteria. For Criterion K1 (Response 

Relevance), differences were observed between 

Claude and Copilot (p = 0.002). Criterion K2 

(Response Completeness) showed differences 

between Claude and Copilot (p = 0.02). For Criterion 

К3 (Correctness of information) differences are also 

observed between Claude and Copilot (p = 0.018). In 

the evaluation by criterion K4 (Practical 

applicability) there are statistical differences between 

Claude and ChatGPT (p = 0,002) and Claude and 

Copilot (p = 0,021). 

Criterion K5 (Response Structure) revealed 

distinctions between Claude and ChatGPT 

(p = 0.005) and Claude and Copilot (p = 0,015).  

For mathematics prompts, differences were 

mostly insignificant, except for Criterion K5 

(Response Structure), where Claude and Copilot 

exhibited a statistically significant difference 

(p = 0,014). These findings suggest that while the 

prompt creation technology is effective, chatbot 

selection should align with educational objectives.  

The results indicate that teachers can utilize this 

technology to streamline routine tasks and select 

chatbot systems based on response relevance, 

completeness, accuracy, practical applicability, and 

structure. However, further research is needed to:  

1) Increase the number of experts evaluating

chatbot responses.

2) Extend testing to additional educational

subjects.

Our findings align with research by Yurchak 

et al. [10], which highlighted chatbot-specific 

strengths, weaknesses, and prompt optimization 

strategies. The study also confirms the necessity of 

integrating professional expertise with AI-generated 

outputs, as noted by Li et al. [6]. 

The proposed technology applies known prompt 

optimization techniques, supporting 

Bozkurt’s [2] thesis on operational design as key to 

enhancing human-AI communication. This aligns 

with Cain’s [4] conclusions on the role of prompts in 
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fostering personalized and equitable learning 

experiences. The study confirms that structured, 

reusable, and adaptive prompts can reduce teacher 

workload and improve lesson planning efficiency, 

supporting the flexibility required for diverse 

educational contexts. 
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1Department Electrical Engineering, Mechanical Engineering and Engineering Management, Anhalt University of Applied
Sciences, Bernburger Str. 55, 06366 Köthen, Germany
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Abstract: Virtual reality (VR) has emerged as one of the fastest growing technologies in recent years, offering trans-
formative opportunities in various disciplines such as education, medicine and industry. Classifying the ad-
vantages and disadvantages of such VR simulations must be done using appropriate evaluation tools. Despite
these rapid technological developments, the evaluation of VR experiences lags behind technological advances.
This article examines the discrepancy between the rapid technical evolution of VR and the slow progress in
the development of suitable evaluation methods. Existing evaluation approaches are analyzed and their limita-
tions in the context of new VR applications are identified. In addition, potential solutions and future research
directions will be identified to enable a more appropriate assessment of the user experience, effectiveness and
impact of VR technologies. The aim is to promote an integrated evaluation framework that can keep pace with
technological innovations and thus support the sustainable use of VR in different application areas.

1 INTRODUCTION

With the promise of offering experiences that im-
merse users in simulated worlds, virtual reality (VR)
has created applications that were previously unimag-
inable. The potential applications of VR are diverse
and range from education and healthcare to architec-
ture and entertainment. This opens up new horizons
for innovation and interaction. The technical develop-
ment of VR is taking place at a rapid pace. Advances
in graphics, sensors and computing have led to signif-
icant improvements in the performance and accessi-
bility of VR systems. Current VR headsets offer very
good image quality and interactive options that were
considered unattainable just a few years ago. These
technological innovations have promoted the accep-
tance and integration of VR in various industries and
defined new standards for immersive experiences.

Effective evaluation methods are essential to op-
timize the user experience, evaluate effectiveness in
specific applications and identify potential risks or un-
desirable effects. Although the technical possibilities
are developing at a rapid pace, the evaluation of VR
experiences is still challenging. The majority of exist-
ing evaluation methods were originally designed for

the evaluation of traditional media formats and there-
fore suggests that they are unable to comprehensively
capture the specific characteristics and potential of
VR. The need to develop adequate evaluation meth-
ods that take into account the complexity and multi-
layered nature of VR is becoming increasingly appar-
ent.

The praxwerk project1 of Anhalt University of
Applied Sciences focuses on the digitalization of
higher education, with the integration of VR into
teaching and learning processes as a central research
focus. As part of the project, the virtual learn-
ing application VR-BioTech-House® has been fur-
ther developed to present complex biotechnological
processes in a practical and interactive manner. This
bridges theoretical knowledge with practical appli-
cation, thereby enhancing the achievement of learn-
ing objectives. However, a key challenge is to sys-
tematically evaluate the impact of VR, particularly in
terms of its effectiveness and its contribution to spe-
cific learning objectives. Evidence-based analysis is
essential to fully unlock the potential of VR in higher
education and guide future developments.

The aim of this paper is to provide both re-

1https://hs-anhalt.de/praxwerk
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searchers and practitioners working on similar appli-
cations such as the BioTech-House, with an overview
of the current state of evaluation in VR research and
to provide impetus for future developments.

2 LITERATURE

In a meta analysis 14 different articles were reviewed
that dealt with the evaluation of mixed reality (xR)
and especially VR applications in a wide variety of
areas with a focus on applications with a purpose of
education.

Springer, Google Scolar and the Discovery Ser-
vice of the Library of Anhalt University of Applied
Sciences were used as search platforms for the anal-
ysis with variations of the search terms: “evalua-
tion XR application”, “evaluation VR application”
and “quality assessment VR application”. The arti-
cles found through this method were checked to see
whether they dealt sufficiently with the explicit phras-
ing of different categories relevant to the evaluation.
First and foremost, the research was based on articles
that questioned the evaluation itself, but in order to
obtain a larger number of studies, additional articles
were included that evaluated specific applications as
long as they explicitly mentioned the criteria used for
evaluation.

Consequently, seven overarching categories were
identified from the examined articles, which will be
discussed in more detail below. These are:
 user experience;
 user assistance;
 game (or application) mechanics;
 quality factors;
 graphics;
 VRise (VR sickness or VR induced symptoms and

effects);
 motivation.

Each of these categories contains smaller factors,
although the number of these varies depending on the
category and not each of them has been mentioned in
every source. However, it should be noted that it is
difficult to clearly delineate these categories, as the
quality of the graphics, for instance, can have a direct
influence on the user experience.

Factors that can be categorized as user experience
were mentioned in a total of ten articles [1, 2, 3, 4,
5, 6, 7, 8, 9, 10] whereby the extent to which this
category was subdivided into smaller factors varies
greatly depending on the source material. For ex-
ample, user experience is generally listed twice as

a factor [5, 6]. Overall, the following factors were
found, that have an influence on the factor user expe-
rience: an adequate level of immersion [1], pleasant
VR experience [1], high quality sounds [1]/ audio [2],
suitable hardware (head mounted display (HMD) and
computer) [1], information gift [2] (the way informa-
tion is presented), language [2], ease to use [2, 3, 7],
similarity to reality [3] and factors that depend on the
user themselves: cognitive skills - e.g., visuospatial
abilities etc., [4], participants attitude [4], levels of
trust/acceptance of VR/MR tools [4, 9], motivation
during usage [4, 7, 9], previous experience with VR
(XR) [4, 5, 8] and levels of presence and engagement
[4, 6, 10].

The greatest importance is attributed to ease of
use, the user factor levels of presence and engage-
ment, previous experience and motivation during us-
age, which are each mentioned in three different
sources, as well as audio quality and the user factor
levels of trust/acceptance of VR/MR tools with two
mentions each. All other factors were only found in
one source each.

The second identified category is user assistance.
Factors belonging to this category were mentioned in
three sources [1, 2, 6] and describe in which way the
user is introduced to or guided through the program.
These include the following factors: digestible tutori-
als [1], helpful tutorials [1], adequate duration of tuto-
rials [1], (helpful in-game) instructions [1, 2], helpful
in game prompts [1], goal and task design [2], feed-
back [2], information transmission [2] and didactics
of in-game instructions [6].

As a result, (helpful in-game) instructions are as-
signed the greatest importance. This factor is men-
tioned directly in two of the three sources, although
the factor of the last source relevant here, didactics of
in-game instructions, also intersects this factor.

The next category, game mechanics, includes fac-
tors from six sources that determine movement and
interaction in the application. These are the follow-
ing: a suitable navigation system (e.g. teleportation)
[1] / locomotion [2] / navigation operation [11], avail-
ability of physical movement [1], naturalistic pick-
ing/ placing of items [1], naturalistic use of items [1],
naturalistic 2-handed interaction [1], interaction ele-
ments [2], user interface [2, 7], operation of interac-
tion functionalities [2], design/functionalities of inter-
action functionalities [2], relevance assessment of in-
teraction functionalities [2], menu control [2], control
systems [2], room design [2], tracking [2], haptic in-
teraction [3] and interaction regulation [12].

The factor most frequently acknowledged is the
way in which the navigation system is implemented,
having been mentioned in three different sources. The
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factors user interface and haptic interface were also
referred to repeatedly with two instances each.

The quality factors of a VR application largely in-
clude factors that are difficult to measure in units and
are often rather subjective. The basic factors referred
to are dependability, validity, objectivity, reliability,
effectivity, knowledge, utility and VR technology, all
of which are discussed by Napetschnig [2]. Utility
and knowledge are also dealt with by Tsivitanidou [6]
and the latter by Antonopoulos[5]. Other factors are
system performance [3, 8], system reliability [3] and
technical aspects and tools features - e.g., effect of
designed features, expected and experienced system
functioning [2, 6].

The greatest importance is therefore assigned to
the knowledge factor, i.e. the quality in which the ap-
plication conveys knowledge to the user, which was
discussed by Chardonnet [11]. This is followed in or-
der of importance by utility, VR technology, system
performance and the technical aspects and tools fea-
tures, each of which are mentioned by Yoon [13].

The quality of the graphical representation [2]
includes all aspects of an application that relate to
the graphical representation. It includes the sub-
aspects of software, degree of accuracy, structure,
fineness/detail, concept, design, texture, value, claim
and 3D character or character appearance. These as-
pects can be found in Napetschnig [2], whereby de-
gree of accuracy can also be assigned to Kojić [7] and
3D character or character appearance, design and tex-
ture to Wienrich [8]. Finally, the aspects of the 2D
model display and the 3D display, which are assigned
to Ye [3], should also be mentioned.

The greatest importance was placed on the aspects
of degree of accuracy [2, 7], design [2, 8], texture
[2, 8] and 3D character/avatar appearance [2, 8]. In
general, it can be seen that realism and accuracy of
the representation play a major role among users. It
is important to mention that the aspects of graphical
representation dealt with were not always clearly de-
finable, particularly in the case of Wienrich [8], as
some of the evaluating participants made inaccurate
descriptions of their experience with the simulation.
An attempt was made to classify this information as
well as possible in the given categories.

VRise (VR sickness or VR induced symptoms and
effects) is considered here under the aspect of nega-
tive physiological reactions to VR applications. In the
course of this, all of the following aspects of Kourtesis
[1] are dealt with, as well as absence or insignificant
presence of nausea, absence or insignificant presence
of disorientation and cybersickness by Wang [14].
The latter is the only part of this list to be found in
Chardonnet [11] and the absence or insignificant pres-

ence of dizziness in Yoon [13]. The remaining param-
eters are absence or insignificant presence of fatigue
and absence or insignificant presence of instability.

The greatest importance can obviously be at-
tributed to cybersickness, which includes many of the
other sub-aspects. It is therefore mentioned directly in
three sources, while the absence or insignificant pres-
ence of nausea [1, 14], absence or insignificant pres-
ence of disorientation [1, 14] and absence or insignif-
icant presence of dizziness [1, 13] are only mentioned
in two sources each.

Finally, motivation in use will be discussed. It
describes the aspects of a VR application that moti-
vate its use. Napetschnig [2], Borsci [4], Wienrich
[8] and Kojić [7] address these aspects. Napetschnig
[2] also refers to the subcategories logging, configura-
tion, adaptability/customizability for different needs
and interests, which is also mentioned by Kojić [7],
practicability [8, 9], user-friendliness [7, 8] and us-
ability [3, 8]. Learnability is only mentioned by Ye
[3].

Practicability [2, 8, 9], user-friendliness [2, 7, 8]
and usability [2, 3, 8] were mentioned the most of
these factors, apart from the factor of motivation in
use in general, which means that they are assigned
the greatest importance.

It is obvious that the aspects for evaluating VR
applications are not only numerous, but also cover
a spectrum of sub-areas. Not only are issues as the
visual and acoustic representation of the immersive
world important, but also the effect of this world on
the user, which in turn can be broken down into differ-
ent aspects such as physiological reactions, the learn-
ing effect or sensory impressions. However, the ques-
tion arises as to whether this selection of criteria is
sufficient for the rapidly advancing state of VR tech-
nology or whether the questionnaires are already out-
dated compared to the demand for the evaluation of
VR applications.

3 EVALUATION METHOD

The question posed will be answered using a quali-
tative research approach. This is particularly suitable
for the present study, as it has a small sample size
and an explorative character. The latter aims to gain
deeper insights into user perceptions.

The data was collected as part of an experiment
conducted during a science camp with pupils at the
age of 13-15 years. Two groups of twelve technol-
ogy and science enthusiasts took part in the study.
These participants represent the target group that will
increasingly come into contact with VR technologies
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Figure 1: Procedure of the survey.

in the future. The application VR-BioTech-House
was tested by the young people in an educational ap-
plication with the goal of developing categories for
evaluating the application. The implementation was
part of a workshop on the topic of xR and AI. Firstly
the students were introduced to xR and AI, then they
were tasked with the development of evaluation crite-
ria with the help of ChatGPT in groups of two. Only
after that they had the oportunity to test the VR ap-
plication BioTech-House which is presented below.
Finally after the exploration phase, the criteria of all
groups were discussed and if necessary amended or
more added as can be seen in Figure 1.

The VR-BioTech-House application is an educa-
tional tool in the field of biotechnology that allows
learners to explore everyday applications of biotech-
nology within a virtual simulation of an ordinary
house. Participants can engage in hands-on activi-
ties to produce biotechnology products, such as yo-
gurt [15], red wine, and yeast for bread-making [16].
In this experiment, the yogurt-making scenario was
selected as the test case.

The central instruments of this study were the
VR scenario, which served as the object of the ex-
periment, and the online notepad, which the student
groups used to record their criteria. The evaluation
criteria thus found are the data of this study. The du-
ration of the testing phase of the VR-application for
each person was 25 minutes. During that, they could
explore the application freely and did not get any out-
side instructions unless they asked for it. The goal
was a successful completion of the scenario.

4 RESULTS

The results of the qualitative analysis revealed diverse
user needs and expectations for VR applications, fo-
cusing on hardware, software, and other contribut-
ing factors. These insights emphasize the importance
of aligning the design and evaluation of VR systems
with these requirements to enhance user satisfaction
and functionality.

The first thematic block focuses on hardware, as
illustrated in Figure 2. An important point here is ro-

bustness, which refers to the hardware’s resistance to
physical stress. The sensor accuracy or tracking is
also relevant concerning the precision with which the
sensors detect and reproduce movements. Another as-
pect to consider is sustainability and fair trade, which
aim to ensure environmentally friendly manufactur-
ing and fair production conditions. The connections,
in particular connectivity, are also relevant. The latter
includes the type and number of connections as well
as possible wireless connections. The field of vision
provides information about the area that users can see
through the hardware. The term comfort covers both
the ergonomics and the wearing comfort of the de-
vices. Another topic is the controllers. In this con-
text, functionality is of central importance, whereby
the operation and input options of the hardware are
of crucial relevance. Finally, the sensory impressions
are also relevant, which are influenced by audio and
graphics, especially color, and determine the sensory
perception of the user.

In the second thematic block, the results on the
topic of software are sumarized and can be seen in
Figure 3. A key aspect is user-friendliness, which
refers to the ease of use and intuitive operability of the
software. The software’s ability to support multiple
users simultaneously is addressed in the multiplayer
category. The ability to customize the setting and con-
tent to meet the specific requirements and needs of the
user is also of particular relevance. Adaptation to the
respective learning level and consideration of differ-
ent learning types are particularly important here. An-
other aspect to consider in this context is the perfor-
mance of the software. It is of interest how smoothly
it runs and how stable it is in use. The integration of
visual or auditory effects and surprises can have a pos-
itive influence on the user experience. The ability of
users to actively interact with the software is another
important aspect that is subsumed under the term in-
teractivity. The quality of the content offered by the
software is recorded under the Content category. In
this context, the fun of using the software and the top-
icality of the content, which is ensured by regular up-
dates, are also emphasized. Furthermore, the focus
on a specific target group is relevant, as adapting the
software to the needs of this user group is essential.
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Figure 2: Results with a focus on hardware.

Figure 3: Results with a focus on software.

The aspect of comprehensibility of the application in-
cludes the adequate explanation of the functions and
content of the software. In this context, the precise
definition of the learning objectives is of crucial im-
portance. Finally, the style of the software is also rel-
evant, as is the extent to which the application is de-
signed realistically.

In the last block, all topics that relate to neither
hardware nor software are assigned. These are sum-
marized in Figure 4. In the context of the use of VR,
the aspect of health is also relevant, whereby the ef-
fects of the use of VR on health must be examined.
It is also necessary to determine how efficient the use
is, in particular the suitability of the experience in the
context of learning and its potential to promote long-
term engagement. Another aspect is the feeling or
gaming experience evoked by the app, as well as the
difficulty of use and integration into everyday teach-
ing. The next aspect discussed was accessibility, with
a particular focus on adjustable language options.

After testing, most participants did not add any
new categories. However, a few added topics such

as task and learning management as well as language
and room boundaries. One group wrote: “We would
definitely use other criteria now, e.g. content, audio”.

Compared with the findings of the literature re-
view, it is notable that most criteria found during
the review were mentioned by the different student
groups in one way or another. The depths of the de-
scription may have varied, but the general implica-
tion was present. Notable for these similarities are
for example user-friendliness as found in the evalu-
ation with the criteria ease of use and intuitive oper-
ability of the software, with the corresponding criteria
that appeared during the literature review in the cate-
gories user-experience (ease of use) and Motivation in
use (user-friendliness). Notable differences between
the literature review and the BioTech-House evalua-
tion are that different areas were emphasized. Dur-
ing the evaluation, a clear category of hardware was
formulated while during the literature review the cri-
teria that are influenced by hardware are sub-aspects
of bigger categories. Furthermore, the evaluation
put more emphasis on a game-characteristic (Feel-

47 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



Figure 4: Results with a focus on general topics.

ing/Gameexperience, Fun), while the closest criteria
of the literature review is motivation in use. The only
two categories unique to the evaluation are the criteria
multi-player and sustainability.

The findings provide key insights into the future
development of BioTech-House. Hardware consider-
ations, such as robustness, comfort, and precise track-
ing, are essential for creating a reliable and immer-
sive learning experience. On the software side, user-
friendly interfaces, adaptive learning features, and
high-quality content are crucial to making virtual ex-
periments both engaging and pedagogically effective.
The participants also stressed the importance of inter-
activity, real-time feedback, and accessibility to en-
sure inclusivity and usability in diverse educational
contexts.

In general, these findings offer practical guid-
ance for the evaluation and improvement of BioTech-
House. By addressing user needs in both hardware
and software design, the application can optimize its
effectiveness as a virtual learning tool. Furthermore,
the results contribute to a broader understanding of
how to develop VR systems that are both engaging
and educationally impactful.

5 DISCUSSION

This analysis provides a comprehensive summary of
user needs and expectations regarding the BioTech-
House educational application, offering clear direc-
tions to optimize hardware, software, and overall user
experience. In particular, the discussion of hardware
emphasizes the importance of comfort, graphical and
audio presentation, and robustness. These attributes
are indispensable for tools used in educational set-
tings, especially by students, where durability and re-
liability under varying conditions are critical.

Insights on software usability provide actionable
guidance for developers working to enhance the ap-
plication. Key factors include user-friendliness, sup-

port for multiplayer interactions, and the ability to
customize educational content. Additionally, efforts
to improve content engagement and maintain high-
quality learning materials are essential to meet the
needs of university students and other learners. Ad-
dressing aspects such as tailored content, adaptive dif-
ficulty levels, and seamless interactivity is crucial to
ensure the software’s educational effectiveness.

The results of this qualitative analysis align
closely with the practical requirements of the
BioTech-House project. These findings offer a
roadmap for refining the user experience and strate-
gically integrating features desired by users, thereby
supporting the next stages of development. By ad-
dressing these considerations, BioTech-House can
better fulfill its goal of delivering an engaging and ef-
fective virtual learning tool.

6 CONCLUSIONS

This study investigates the relevance of existing eval-
uation categories of VR experiences. It highlights the
need for diverse evaluation parameters that encom-
pass immersion, spatial perception, and psychological
reactions. The literature review suggests that existing
methods take these aspects into account, but the re-
sults indicate that this study may be limited by biases
due to AI systems or participant influence. Further-
more, due to the specific background of the partici-
pating students as people with an interest in science
and technology it is possible that they did not think of
difficulties people with a lesser interest would have or
put a greater emphasis on the abilities of hardware.

To improve the evaluation, the development of an
integrative framework combining methods from dif-
ferent disciplines such as psychology, computer sci-
ence and design is proposed. Interdisciplinary ap-
proaches seem particularly suitable for comprehen-
sively mapping the complex dimensions of VR expe-
riences. Future research directions could investigate
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how machine learning can be used to personalize VR 

experiences and adapt the evaluation in real time, they 

could explore if a greater focus on the impact of the 

used hardware in the evaluation could be helpful. 

A sustainable and adaptable development of 

these evaluation strategies is seen as crucial to realize 

the full potential of VR technologies. Close 

collaboration among survey designers, developers, 

and end-users is essential to bridge the gap between 

technological advancements and user feedback. 
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Abstract: People with cognitive impairments constantly face a number of modern challenges, including a pandemic, 

martial law, and instability of psychoemotional functions, which already complicates the education of 

students with autism. Today, inclusive education in Ukraine is only beginning to develop effectively, but 

global crises significantly limit full-fledged education. The difficulty lies in adaptation - a kind of 

«adjustment» of educational materials for people with disabilities. A gadget, which was previously 

perceived as a means of entertainment, a tool for obtaining pleasure or «reward», must now become an 

educational center, a source of knowledge accumulation. Therefore, the goal was to study how the acquired 

digital skills and abilities can positively affect the education of students on various distance platforms. The 

results of the observation showed that the advantage of students with autism is their unique ability – to be 

able to work perfectly with a gadget. The study offers practical and proven effective ways of teaching 

students with ASD. The object of study was distance learning tools tested on students of the transitional 

educational level – grades 4-6, who studied in an inclusive form of education. The results showed that the 

organization of education of students with autism in a distance format has a number of both disadvantages 

and advantages. Among the disadvantages: unhealthy virtual socialization; inability to adapt educational 

materials; blurred social roles; sensory overload; technical problems with video and connection; distraction 

by clips; limited opportunities for forming strategies for psycho-emotional communication. On the other 

hand, the studies showed that individual topics were quite effectively mastered using online platforms. 

These are a case-block approach to presenting material using distance technologies, game practices, and 

programs that help in learning a foreign language. Such a well-developed experience will become a 

practical find in developing inclusion at the level of professional pre-higher and higher education in Ukraine 

in the future.

1 INTRODUCTION 

In August 2024, as part of the organization of the 

"Parents and Early Intervention" program dedicated 

to the problem of autism, a rather active three-day 

discussion on the topic of children's disability took 

place in the context of the deployment of military 

operations in Ukraine. This event was held with the 

support of Daria Herasymchuk, the Commissioner of 

the President of Ukraine for Children's Rights and 

Child Rehabilitation, and the UN Office for the 

Protection of Human Rights [1].  The crisis 

situations in which Ukraine found itself – first the 

pandemic, and then the war – demanded a quick 

search for optimal ways to teach; therefore, the 

distance format became the environment that needed 

to be studied, deeply mastered methodically, and at 

the same time to look for the most effective 

mechanisms that would work on the result [2]. 

On April 26, 2022, the Cabinet of Ministers of 

Ukraine adopted and approved a number of changes 

to the organization of inclusive education in Ukraine 

in conditions of war (On amendments to the 

procedures approved by resolutions of the Cabinet of 

Ministers of Ukraine dated April 10, 2019 No. 530 

and dated September 15, 2021 No. 957 CMU 

Resolution No. 483 of April 26, 2022) [3]. 

An important nuance was that schools and other 

educational institutions began to function as a shelter 

for families from regions of active hostilities, and 
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desk-based learning was replaced by an online 

learning format. The above-mentioned document 

(Decree No. 483) also outlined a number of tips and 

practical recommendations for organizing the 

education of children with special educational needs 

under martial law. Some of them were developed 

two years before the start of a full-scale invasion, 

that is, during the pandemic. 

2 PROBLEM STATEMENT 

It is important to note the obstacles that inhibit 

acquiring knowledge in emergency situations. First 

of all, there is the problem of access to technology 

because effective learning requires a stable Internet 

connection and appropriate digital devices, which 

does not always seem possible in the conditions of 

systematic rocket attacks, lack of light, and network. 

Secondly, the distance format is a completely 

undeveloped form of learning organization for a 

student with disabilities because the home 

environment is less structured than a class or an 

auditorium. 

Virtual education of children with autism 

involves, first of all, a radical revision of social 

roles: parents, at a certain point, have to play the role 

of a teacher, accompanying a student with ASD 

during an online lesson. As research shows, this 

reorganization of social functions leads to emotional 

exhaustion, a state of helplessness in parents who 

already find themselves alone with the problem of 

autism [4]. In addition, limited support for assistants 

and teachers can lead to a decrease in the 

effectiveness of the educational process, a decrease 

in motivation, and a deterioration in the quality of 

the teaching process. The organization of 

psychological support for children and their families 

is also a necessary step in creating favorable 

learning conditions in crisis conditions [5]. 

Therefore, it is essential to review the strategy of 

organizing the education of children with autism 

through the prism of teamwork, taking into account 

online cooperation. 

Distance learning, which has become a new field 

in the knowledge acquisition system, has not been 

worked out sufficiently regarding inclusion. Due to 

the variability of gnosis (even autism has a relatively 

wide panorama of syndromes and their variations) 

and the different complexity of the degree of 

damage to cognitive abilities, each student had to 

find his own algorithm for organizing learning in 

crisis conditions. 

A separate problem turned out to be the fact that 

not all parents have knowledge of a foreign language 

(both from the standpoint of language knowledge 

and teaching methods), which, again, complicated 

the learning process. Parents change roles with the 

teacher, thus becoming an important "channel of 

communication" for students with ASD, but it is 

extremely difficult for them to independently 

organize the child's education, where he could 

acquire knowledge without additional support [5].  

The study of the problems of teaching students 

with autism is currently carried out at the level of 

scientific conferences in the context of scientific and 

methodological developments, forums, and 

collective studies. Even during the pandemic, a 

number of countries faced the need to find ways to 

preserve the learning process [6]. 

In choosing effective ways of working, it is 

necessary to consider the clinical features of the 

diagnosis first. The methodological component 

should be built taking into account the behavioral 

mechanisms of students with ASD, with an appeal to 

the "education system" in its close relationship with 

"health care, in order to ensure proper rights and 

services for children” [4]. The methodological base 

for students with disabilities is currently not properly 

developed in Ukraine, although the situation is 

improving yearly – and at least electronic versions 

of textbooks can be found on the Modernization of 

Education Content website [7]. 

While analyzing textbooks for learning the 

English language, it was found that the content of 

the proposed textbooks is somewhat complicated, 

especially for high school. The junior school has 

sufficient methodological support but shows a 

limited variety of educational materials. This can 

have a negative impact on students' motivation and 

language acquisition, as the use of monotonous 

textbooks does not contribute to the development of 

their cognitive skills. In turn, in high school, 

particularly for students of grades 9, 10, and 11, 

there is a significant shortage of methodological 

materials, and their content often does not consider 

students' cognitive capabilities. The same problem 

can be observed in higher education institutions, 

emphasizing the need to revise and improve 

educational materials and approaches to teaching 

English in senior and higher educational institutions. 

In view of this, there is an urgent need to develop 

more diverse and adapted textbooks that meet the 

modern requirements and needs of students. 

The lack of knowledge and experience in the 

organization of distance-inclusive education leads to 

people with limited cognitive functions finding 
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themselves "overboard" of educational activities, 

adversely affecting their psycho-emotional state [8]. 

Order of the Ministry of Education and Science 

of Ukraine, which is a separate component of the 

document "On approval of the Regulation on 

Distance Learning" dated 04/25/2013. No. 466, 

registered with the Ministry of Justice of Ukraine on 

April 30, 2013. under No. 703/23235, it is clearly 

defined that distance learning is characterized by 

taking into account the mechanism of 

individualization regarding the acquisition of 

knowledge, abilities, skills, and methods of 

cognitive activity with the organization of a 

specialized environment that functions on the basis 

of modern psychological-pedagogical and 

information-communication technologies [9]. 

Distance learning in the languages of the crisis 

sets the tone for the principle of inequality in 

education because students with autism found 

themselves without adequate methodical support [6]. 

Parents and teachers faced the challenge of a 

difficult situation: before a number of questions – 

how to teach, how to choose methodological tools 

for the class, which platforms can be effective, and 

whether the family has access to them. Virtual 

education does not involve selectivity in explanation 

or individualization: the teacher cannot physically 

approach a student with limitations and additionally 

explain to him [10]. The teacher explains in the 

same way for everyone, so a student with ASD 

needs to optimize the learning process so that the 

learning environment meets all the requirements of 

"justice in education" [11]. Psychological help in its 

usual format has changed to the so-called "virtual, 

remote teletherapy" [6]. Therefore, the direct and 

indirect interaction between the teacher and the pupil 

with ASD is lost [12]. The gradual mastery of digital 

tools in teaching still gave some positives. The 

mechanism of virtual organization of training 

contributed to the variability of the work, from 

independent mastering of the material to team 

interaction with the teacher in the format of an 

online meeting. It is about synchronous and 

asynchronous work options. Asynchronous

mastering of the material makes the educational

platform available anytime to discuss "learning 

system management" [2]. The distance format is 

characterized by relative accessibility to materials 

and asynchrony in mastering them. However, the use 

of digitalization in an inclusive educational 

environment is a significant challenge. The main 

reason is the lack of motivation in students with 

limited cognitive abilities, for whom a gadget from a 

game tool, entertainment, or sensory object of relief 

should turn into a learning environment. Such 

rethinking is quite difficult to implement when 

working with children with an autism spectrum 

disorder. 

Barriers and limitations in a social sense, 

adaptation to new learning conditions, and 

spontaneous nature – are other aspects of the 

difficulties that arise during the acquisition of 

knowledge of children with autism [13], [14]. 

3 METHOD 

The study of the mechanism of remote organization 

of learning for students with autism, particularly 

their acquisition of a foreign language, is qualitative. 

The collection of diagnostic and statistical data was 

carried out by means of an anonymous survey, 

implemented through the agreement with the city 

administration of the Department of Education, 

Zhytomyr (Ukraine). A questionnaire was 

previously created using a Google Form. Creating a 

Google Form for collecting relevant data facilitated 

quick feedback from parents and teachers. Here is 

the structure of such a questionnaire: 

1) General information:

▪ Full name of the respondent: (text field)

▪ Social role (parent, teacher)

▪ Student's grade: (text field)

2) Use of technology:

▪ Which platforms do you use for learning?

(checkboxes: Zoom, Google Meet,

Microsoft Teams, etc.)

▪ Do you experience difficulties with using

technology? (yes/no)

3) Teaching methodology:

▪ How do you assess the effectiveness of

distance learning for the student? (scale:

1-extremely unsatisfactory to 5-excellent)

▪ Which learning methods proved to be the

most effective? (text field)

4) Student's needs:

▪ What special needs does the student have

during learning? (text field)

▪ What difficulties arise during distance

learning? (text field)

5) Support and resources:

▪ Do you receive sufficient support from

teachers and employees of the resource-

inclusive center? (yes/no)
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▪ What additional resources or support do

you consider necessary? (text field)

6) Feedback:

▪ Additional comments or suggestions:

(text field)

▪ Completion of the form

▪ Thank you for your participation!

This online data collection tool allowed us to 

quickly engage a wide range of respondents: 180 

parents (only one parent could complete the 

questionnaire) who have children with special 

educational needs, as well as 227 teachers. It is 

worth noting that the majority of parents were those 

whose children were diagnosed with ASD, 

communication behavior and socialization disorders, 

and mental development disorders with elements of 

autism (see Table 1). 

Table 1: Individual psychological characteristics of 

students in quantitative terms. 

Individual characteristics of the student 
Quantitative 

assessment 

Diagnosed with early childhood autism, 

established disability 
18 

Mental development disorders with 

elements of ASD 
29 

Behavioral, communicative, and social 

problems 
86 

Diagnosed with autism spectrum 

disorder without disability status 
38 

The child has social-communicative 

disorders not diagnosed by specialists 

but noted by parents and teachers 

9 

The age scale of these students covered grades 4-

6. It should be clarified that the survey also included

parents whose children study in special classes at

general education schools (for example, such classes

are organized at Lyceum No. 14 in Zhytomyr).

Among the interviewed teachers and parents of

students with SEN -- from lyceums No. 1, 4, 5, 7, 8,

10, 12, 15, 17, 19, 20, 21, 22, 23, 24, 26, 28, 30, 34,

35. The survey was conducted in 2020, and the

implementation of effective methods and practices

was checked during 2020-2023. The results are

presented below in the main part of this publication.

The research took place in several stages (see 

Table 2). 

A motivational rating scale was used to measure 

the state of success in learning a foreign language, 

taking into account the peculiarities of the nature of 

autism, which is a poorly researched socio-

psychological problem. Mechanisms of both short-

term and long-term development prospects were also 

taken into account. 

When modeling the motivational rating scale, the 

following components were considered (see 

Table 3). 

Table 2: Stages of research. 

Stage Description 

Preparatory 

and evaluation 

Development of a questionnaire for 

conducting an anonymous survey 

questionnaire 

Diagnostic 

and 

prognostic 

Study of survey results with 

determination of possible risks and 

achievements in learning a foreign 

language 

Effective and 

practical 

Methodical development and search 

for remote forms, methods, 

techniques, and practices in foreign 

language learning by students with 

ASD with subsequent 

adaptation/modification of 

educational materials 

Problem-

evaluative 

Outline and development of 

evaluation criteria for students with 

autism who studied according to the 

selected methods during the research 

stage 

Discussion 

and problem 

Determination of problematic issues, 

difficulties, and formulation of 

educational, didactic, and scientific 

perspectives. 

The analysis of the data provided for the 

determination of a range of urgent and priority 

problems guided the selection of effective, efficient 

methods, techniques, and platforms, with the help of 

which learning a foreign language would be as 

successful as possible. An overview of the most 

effective methodologies and a description of their 

effectiveness are demonstrated below. 

4 RESULTS 

4.1 Survey Results 

Questions for teachers related to difficulties in 

working with children with SEN, support from 

inclusive resource centers. In addition, the issues of 

the principles of drawing up a program for the 

individual development of a child with SEN, finding 

means to increase the effectiveness of learning, and 

difficulties that arise during distance learning of 

students  with   cognitive   limitations   were   raised.  
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Table 3: Percentage ratio of motivational assessment mechanisms in working with students with autism spectrum. 

Mechanism Content 
Effectiveness in 

practice (%) 

Individual approach Consideration of individual characteristics and abilities of the child. 

Selection of materials according to the capabilities and interests of the 

child 

100% 

Clear goals Establishing clear and achievable learning goals. Step-by-step 

breakdown. It is important that goals are specific and measurable 
95% 

Positive 

reinforcement 

Use of positive reinforcing stimuli such as praise or reward for 

achievements. This encourages the child to further efforts. However, 

some children reacted aggressively to incentive stimuli (10%) 

90% 

Visual aids Use of cards, pictures, or graphs that can help the child understand 

what is expected of them. However, some children did not understand 

the meaning of visual cues 

85% 

Regular monitoring Conducting regular assessments and tracking progress. This helps to 

timely adjust the curriculum according to the child's needs (keeping an 

observation diary by the assistant parents) 

100% 

 Interaction with 

parents and 

specialists 

Coordinated work with parents and other specialists to ensure 

consistency of approaches at home and at school; however, 30% of 

parents did not always follow the necessary recommendations and did 

not interact in a team with teachers and specialists 

70% 

According to the interviewed teachers working in 

inclusive classes, the problem of the difficulties they 

faced was the most relevant. First of all, it is about 

instability in the behavioral reactions of students 

during the lesson (76.4%), the need to allocate 

additional time in the lesson to work with SEN 

(10.2%), as well as the problems of preparing and 

developing special tasks taking into account the 

individual development program (11.8%) – the 

results are presented in Figure 1. 

Figure 1: Difficulties in working with children with SEN 

during distance learning. 

As we can see from the chart, the biggest 

difficulty during distance learning was that it was 

difficult for children to concentrate on online lessons 

- this was answered by 65.4% of respondents. This is

due to the inability of children with autism to

allocate attention rationally. It was also difficult for

them to understand the very principle of distance

learning because it was necessary to understand the

reevaluation of social roles: the teacher is behind the

screen of the gadget, and this is not a game but a

full-fledged lesson, in addition, and dad or mom

now play the role of an assistant (20.5%). It

happened that students did not have individual

gadgets or had to share them with their parents,

brothers, or sisters (10.2%). There were isolated

answers related to students' activity in the lesson –

some students were passive listeners (1.6%). Only

0.8% of respondents had no difficulties.

A survey of parents on the same question about 

difficulties in distance learning showed the 

following results, presented in Figure 2. 

From the parents' answers, it can be noted that 

the lack of pedagogical education inhibits the 

optimization of the process; for them, it is extremely 

important to organize an educational environment at 

home. In addition, most parents face the problem of 

the child not perceiving parents as teachers. This 

social reorientation of roles caused protests on the 

part of children and reluctance to cooperate. 

Distance learning limits the support of the teacher's 

assistant, the class teacher, and classmates as an 

environment for successful socialization. 
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Figure 2: Difficulties in children with SEN during distance 

learning according to parents. 

An educational problem also arose: if earlier, 

before the introduction of quarantine restrictions, 

parents did not allow or limit the use of gadgets, 

then with the introduction of the distance learning 

format, they would have to give up their beliefs for 

the sake of children's education. 

The presented diagram emphasizes the fact that 

the most common problem during distance learning 

for students with ASD is the low level of 

concentration of attention. 

Lack of understanding of the structure and 

organization of distance learning complicates the 

learning process for many students. It is worth 

noting that every child with autism is unique, so 

every educational plan must be unique. Studying at 

home with the support of a certain family member 

eliminates the rules and methods of work prescribed 

in the individual development program. 

The results of surveys of teachers and parents 

indicate that teaching children with ASD requires a 

personalized approach, taking into account their 

strengths and peculiarities. Hence, there is a problem 

for teachers and parents regarding the correct 

organization of distance learning for children with 

ASD. Teachers support children with SEN at school, 

and parents take on this role at home. Failure to 

perceive mom or dad as a teacher reduces 

motivation and distorts the very desire to learn. 

However, Dr. Stuart Shanker urges parents to 

approach challenges with compassion and 

understanding, not frustration: "Autistic children 

'don't bother you,' they are 'difficult' [15]. Dr. also 

says that success in education is always possible. 

Temple Grandin: "How we see children with autism 

shapes how they see themselves" [16]. 

Teamwork can still be ensured even when 

teaching children with ASD remotely, provided 

there is constant dialogue and interaction between all 

participants in the educational process. 

4.2 Adaptation Steps in Distance 
Learning of a Foreign Language by 
Students with ASD 

Having received the results regarding the existing 

difficulties, we had the opportunity to develop and 

offer those formats of learning a foreign language, 

which, in our opinion, could be as effective as 

possible. Successful learning outcomes depend on 

specific teaching methods and support, positive 

dynamics, student engagement, and self-esteem. 

This is especially important in distance learning 

environments where students with autism can feel 

isolated [6]. 

Therefore, the methodology includes the 

assessment of both academic progress and individual 

psychological factors, students' motivation, a sense 

of self-efficacy, and the ability to master language 

material. Therefore, the methodology includes the 

assessment of both academic progress and 

consideration of individual psychological factors, 

student motivation, a sense of self-efficacy, and the 

ability to master language material. 

First of all, it was important to study the 

methodological base that is currently available and 

available in school libraries. Not all middle school 

classes are equipped with such textbooks, although 

they can be found in electronic access (Textbooks 

for people with special needs. Institute for the 

Modernization of the Content of Education) [7]. 

Some textbooks, especially for 6th-grade 

students, seem too complicated. Children with 

autism have different degrees of brain damage and 

different cognitive abilities. High-functioning autism 

allows you to master a foreign language more 

deeply, but students with intellectual disabilities 

cannot cope with the material that the authors of the 

textbook offer [16]. Optimizing the educational 

process for students with ASD is impossible without 

a mechanism for adapting and modifying 

educational material [17]. It is not only about the 

development but also the very mechanism of 

effective submission. We have developed a system 

of steps that, in our opinion, will contribute to 

efficiency in learning a foreign language (Figure 3). 

During the teachers' survey, it was found that 

children were not very active in online lessons. This 

problem was solved using the mechanisms described 

below. 
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Figure 3: Mechanisms of effective teaching of students 

with ASD. 

It is extremely important to be able to combine 

general pedagogical principles of learning with 

corrective pedagogy, applying this symbiosis in 

remote work. The technology of "small steps" 

(SMART) makes it possible to break down the task 

into stages, in portions, with the calculation of the 

final result. Individual and psychological aspects 

should be taken into account during the assessment 

of knowledge and during the development of an 

individual program for a student with ASD. 

At the same time, maintaining an existing focus 

while searching for effective learning strategies 

should help avoid overreliance on diagnostic labels. 

Adaptation of educational material for children 

with SEN should be carried out at all stages of work: 

at the level of selection of teaching methods, at the 

level of principles of using materials and resources, 

and at the level of evaluation. Thus, adaptation at the 

level of teaching methods occurs through the use of 

visualization, appeal to the capabilities of the Miro 

virtual board (Figure 4), and the completion of tasks, 

with a reduction in the amount of material. 

 According to the survey of teachers and parents, 

the problem was revealed that it was difficult for 

children to concentrate. In order to solve this 

problem, small steps were applied. 

Tasks were divided into smaller ones, and thus, 

children could complete them more efficiently. For 

better understanding, the teacher can repeat the task 

and explain problematic points. Also, the teacher can 

give the student a task using a step-by-step 

algorithm (SMART principle). 

Working with a mixed-ability class during a 

clothing vocabulary lesson, the teacher utilized an 

interactive whiteboard Miro to teach "There is/There 

are" structures. Using a "progressive disclosure" 

feature, the teacher motivated the class by displaying 

clothing images and encouraging students to 

construct correct sentences: This is a dress. /These 

are trousers. 

Figure 4: Case study: Adapted exercise for clothing 

categorization using "There is/There are". 

Adaptation for children with SEN at the 

assessment level is carried out by providing the 

student with the opportunity to complete the task in 

an arbitrary format, providing additional time to 

complete the task. It is also possible to allow the 

student to complete a smaller number of tasks on a 

test or exam, to allow the involvement of another 

person for help in completing written tasks, and to 

take notes instead of the child. It is worth noting that 

the assessment of a child with SEN should gradually 

be equated to the assessment of normal children – 

and by the end of school, the threshold for 

adaptation and modification will gradually decrease, 
which will contribute to the development of 

independent learning skills. 
Another type of adaptation for students with 

SEN is adaptation at the level of materials and 

resources, including the use of materials of different 

levels of complexity, the use of printed and other 

materials, resources created by the teacher for 

students, alternative teaching materials, adaptation 

devices, and online platforms. For students with 

SEN, auxiliary alternative cards, diagrams, and line 

indicators can be used; the text can be marked with 

different colors, and audio and visual support can be 

provided. 

Often there is a problem that children do not 

have their own gadgets and are forced to use them 

together with their parents and siblings. To resolve 

this issue in Ukraine, parents of children with special 

needs can apply to the "Lumos" fund – the 

Ukrainian Network for Children's Rights. 

As part of the foundation's work, tablets were 

issued to children from the People's Liberation Army 

who needed psychological support due to military 

operations on the territory of Ukraine [19]. 

a combination of general 
principles of learning 
taking into account 

corrective mechanisms

effective sensory 
environment

appeal to SMART 
technology

use of modern 
interactive visualized 

platforms

taking into account 
psychological and 

cognitive capabilities
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4.3 Digital Tools as a Component of 
Learning Individualization for 
Students with ASD 

In the context of modern challenges for education 

caused by the pandemic and martial law in Ukraine, 

the use of digital tools to ensure individualized 

learning for students with autism spectrum disorders 

is of particular importance. Based on our research, 

we have identified the most effective digital 

platforms and tools that have been successfully 

adapted to meet the special educational needs of 

students with ASD during foreign language learning. 

4.3.1 Miro Virtual Board as a Tool for 
Increasing Academic Resilience 

One of the most effective digital tools we have 

implemented in the educational process is the Miro 

virtual board. Experience using this platform in 

teaching English to students with ASD has 

demonstrated several advantages in the context of 

learning individualization and creating a favorable 

socio-emotional environment (Table 4). 

The application of Miro for students with ASD 

was adapted, taking into account the three levels of 

emotional design described by D. Norman, 

according to which a product should be not only 

functional and effective but also pleasant to use and 

evoke positive emotions [21]. Our research 

confirmed that this approach contributes to better 

student engagement, increased motivation, and 

overall satisfaction with the learning process. 

The results of using Miro showed that 78% of 

students with ASD demonstrated positive emotional 

reactions while working with the platform. 

Particularly important is the observation that more 

reserved students with autism, who usually 

participate less in group discussions, made 

significant contributions to task completion on the 

virtual board without feeling social pressure from 

classmates. 

4.3.2 Specialized Applications in the 
Formation of Language Competencies 

Based on foreign experience and our own 

experimental research, we have implemented a 

series of specialized applications designed to 

consider the special needs of students with ASD. 

These applications were organically integrated into 

the foreign language learning process and adapted 

according to the individual characteristics of 

students (Table 5). 

Table 4: Features of using the miro virtual board in teaching students with ASD. 

Functional capabilities Adaptation for students with ASD Results of application 

Creation of personalized 

workspaces 

Ability to change board color, add personal 

elements, and customize the visual environment 

according to the student's sensory needs 

Reduced anxiety, increased motivation, 

creation of a comfortable learning 

environment 

Real-time collaboration Structured interaction with clearly defined roles 

and tasks, the possibility of asynchronous work 

Development of social skills, 

overcoming communication barriers 

Use of emotional 

pictograms 

Inclusion of visual elements for expressing 

emotional state 

Development of emotional intelligence, 

improved reflection, establishing 

emotional connection 

Creation of project spaces Clearly structured tasks with visual instructions 

and timeframes 

Development of planning skills, 

sequential task completion 

Table 5: Specialized applications and their adaptation for students with ASD. 

Application 

name 
Functional features Adaptation for students with ASD Level of effectiveness 

Autism 

iHelp - WH? 

Development of language 

skills through questions 

with answers based on real-

world visualization 

Individual pace, topic selection 

according to special interests, 

gradual task complexity 

High (85% of students 

demonstrated positive dynamics) 

Autism 

iHelp 

Language 

Concepts 

Development of basic 

language concepts and 

vocabulary expansion 

Use of real-life photographs, 

categorization, and sorting, an 

adaptation of difficulty level 

Medium (67% of students showed 

improvement in language concept 

acquisition) 

Proloquo2Go AAC system for alternative 

communication 

Individual symbol selection, 

interface adaptation, vocabulary 

customization according to needs 

Very high (91% of non-verbal 

students began using the 

application for communication) 
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Table 6: Model of digital tool integration for learning individualization. 

Learning stage Digital tools Adaptation strategies Results 

Introduction of new 

material 

Miro, Padlet, Visual 

Timelines 

Structured presentation, use 

of color coding, visual cues 

Improved perception and 

understanding of new material 

Reinforcement and 

practice 

Quizlet, Wordwall, 

Autism iHelp 

Individual pace, repetition, 

visual support, gradual 

complexity 

Increased level of material mastery, 

skill formation 

Communicative 

practice 

Miro (for projects), 

Google Meet with 

visual support 

Structured dialogues, visual 

aids, clear roles and scenarios 

Development of communication 

skills reduced social anxiety 

Assessment Miro, Quizizz, 

individualized tests 

Adapted format, additional 

time, visual support, 

alternative response forms 

Objective progress assessment, 

reduced test anxiety 

The implementation of these applications in the 

educational process occurred gradually, with 

constant monitoring of their effectiveness and 

necessary adjustments. An important component of 

successful adaptation was a comprehensive approach 

that involved using applications not only during 

classes but also incorporating them into homework 

and therapeutic sessions. 

4.3.3 Integration of Digital Tools into the 
Learning Process 

For maximum effectiveness in individualizing 

learning for students with ASD, we developed a 

comprehensive approach to integrating digital tools 

into the educational process. This approach involves 

combining different platforms and tools according to 

individual student needs and educational goals 

(Table 6). 

An important component of effective digital tool 

integration is continuous monitoring and evaluation 

of their impact on the learning process. For this 

purpose, we developed a system of indicators that 

allows tracking the progress of students with ASD in 

five dimensions of engagement: behavioral, 

cognitive, collaborative, emotional, and social, as 

proposed by Redmond et al. [22]. 

4.3.4 Results of a Digital Tool 
Implementation 

The results of our research confirm the high 

effectiveness of implementing digital tools in the 

process of individualizing learning for students with 

ASD. Based on survey data and observations, the 

following positive trends were identified: 

▪ Increased motivation: 82% of students with

ASD demonstrated increased interest in foreign

language learning when using adapted digital

tools.

▪ Development of digital skills: Integration of

Miro and other digital platforms contributed to

the development of students' digital 

competencies, which is an important 

component of their future professional 

adaptation. 

▪ Overcoming access barriers: Digital tools

ensured accessibility of the educational process

even in remote learning conditions,

guaranteeing educational continuity in complex

social conditions.

▪ Inclusive assessment practices: The use of

digital platforms allowed the implementation

of fair and unbiased forms of assessment that

take into account the individual characteristics

of students with ASD.

▪ Positive learning atmosphere: The emotional

aspect of using digital tools, especially Miro

with emotional pictograms, contributed to

creating a positive learning environment.

Comparative analysis of the academic 

performance of students with ASD before and after 

implementing the complex of digital tools showed 

significant improvement in foreign language 

acquisition. In particular, the average indicator of 

vocabulary mastery increased by 34%, grammatical 

structures by 27%, and communication skills by 

21%. 

It is important to note that the effectiveness of 

digital tool implementation largely depends on a 

systematic approach that involves: 

▪ Continuous teacher professional development

in digital technology use

▪ Tool adaptation according to each student's

individual needs

▪ Regular monitoring and effectiveness 

evaluation

▪ Close collaboration with parents and other

support team specialists
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The obtained results indicate that the integration 

of digital tools is an effective mechanism for 

individualizing learning for students with ASD, 

especially in the context of foreign language 

learning. Implementation of such tools not only 

increases the effectiveness of the educational 

process but also creates a favorable socio-emotional 

environment, which is critically important for 

students with autism. 

5 DISCUSSIONS 

It is worth noting that many difficulties arise from 

working with children with ASD. Among the 

contradictions that can be outlined: 

1) the contradiction between the need to use

special educational and methodological support

for children with ASD and its lack because this

issue has not yet received sufficient coverage;

2) contradiction in the approaches to the

assessment of students with SEN because, on

the one hand, such children need to be assessed

from the position of creating a situation of

success so that the child feels motivated to

study. On the other hand, the entrance exams to

higher education institutions are not adapted

for children with SEN, and there is a gap

between real assessment and knowledge;

3) in some places, there are difficulties with the

correct determination of the degree of support

because there are currently 5 of them.

Teaching languages to students with special 

educational needs is not without its challenges. 

However, over time, there has been much discussion 

and debate within the language teaching community 

about what might constitute a viable pedagogy for 

these learners. 

Any consideration of interactive resources must 

take place in the context of such appropriate 

pedagogy, as resources alone will not deliver results. 

The main question should always be, "How will this 

resource improve learning?" There is no point in 

using resources just because they are available or 

because you can. 

Turning to the LD Online resource, we highlight 

a seven-step approach to creating a foundation for 

language learning by students with learning 

disabilities, presented in Figure 5 [20]. 

 

Figure 5: The main stages of learning a foreign language 

by students with SEN. 

6 CONCLUSIONS 

A key element of successful foreign language 

learning by students with ASD in a distance format 

is a seven-step approach to creating a foundation for 

language learning by students with learning 

difficulties. The individual approach, integration of 

materials and situations from real life, development 

of functional academic skills and use of visual 

materials, and creation of adapted educational and 

methodological support are also important here. 

To educate children with ASD, it is necessary to 

adapt traditional teaching methods to the distance 

format. This approach will meet the educational 

needs of children with ASD, as well as promote their 

social development and emotional well-being. 

It is also important for such children to create a 

situation of success in learning, to provide 

challenging tasks, in particular, to divide tasks into 

small steps, to apply a structured approach to 

education, and to model correct answers. A 

structured learning environment is a key element of 

successful distance learning for students with ASD. 

Research prospects: 

1) Studying the experience of distance education

will contribute to a more effective search for

strategies, methods and means for teaching

children with special educational needs.

1. Setting
goals

2. Perception and
understanding of language 

3. Imitation: action, sign,
symbol, verbal, written, or a 

combination. 

4. Many
times

 repetition 
of speech

5. Language 
practice 
(without 

direct 
models) 

6. Creative use of language 
(realistic, but not mandatory 

for all students) 

7. Assessment, certification and 
recognition of achievement: 

opportunities for praise and rewards that 
will ultimately reinforce achievement. 
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2) Monitoring data obtained on the basis of the

survey will allow us to outline possible risks,

problems and difficulties in the future, as well

as indicate effective forms of organizing online

learning.

3) Since the war is ongoing in Ukraine, it is

important to provide different approaches to

organizing learning, including distance

learning, because in the territories close to the

front, there is no possibility of studying in

person.

4) The study helped to identify the shortcomings

of online learning, group them, describe them

and look for alternative ways to solve problem

situations in the future.

Attention to the education of children with 

disabilities is growing every year, which is due to 

those factors of a stressful, environmental, crisis-

boundary nature. Therefore, the educational space 

must be prepared not only for different learning 

formats, but also for compensating for educational 

losses caused by destructive factors. 
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Abstract: This paper addresses the growing significance of personality-oriented technologies in higher education, 

particularly in times of crisis such as martial law in Ukraine. The research focuses on analyzing the application 

of digital tools, adaptive learning platforms, and AI-based educational resources to enhance individualized 

learning processes and support student engagement. The main aim of the study is to assess the impact of these 

technologies on students’ motivation, academic outcomes, and adaptability during challenging periods. A 

mixed-methods approach was employed, combining quantitative and qualitative methods, including the 

analysis of survey data collected from 300 first-year students at Zhytomyr Polytechnic State University. The 

results show that while students widely utilize digital content and interactive platforms, the application of 

adaptive learning technologies and AI-driven tools remains limited. Students prefer independent learning 

modes and show moderate interest in mental health support services. The findings underline that the 

integration of personality-oriented technologies can significantly enhance learning efficiency, motivation, and 

self-directed learning skills. However, the implementation faces challenges related to limited engagement 

with adaptive tools and varying levels of digital literacy. The practical relevance of the study lies in offering 

pathways for educational institutions to better align digital solutions with diverse student needs. The 

theoretical contribution includes expanding the understanding of how personality-oriented technologies 

function in crisis-affected higher education environments and how they can be optimized for future resilience.

1 INTRODUCTION 

The use of personality-oriented technology in 

education has gained considerable significance due to 

its ability to address the students’ individual learning 

needs. Personality-oriented technology encompasses 

a range of pedagogical forms and methods, and digital 

tools, including adaptive software and artificial 

intelligence (AI) designed to develop and enhance 

individualized learning strategies and techniques. 

Pedagogical technologies are designed to modernise 

the content of educational material, considering 

varying pace of information processing and 

individual abilities and students’ professional 

orientation, thereby fostering a more individualized 

approach to learning. Personality-oriented 

technologies enhance motivation and contribute to 

more effective educational outcomes by focusing on 

the development of students' professional 

competences and identifying areas for self-

development and self-improvement [1; 2; 3]. They 

have become especially acute when access to 

education is significantly restricted. For instance, 

following the military invasion in Ukraine, 

educational institutions were compelled to transition 

to distance learning using various digital educational 

platforms (e.g. Zoom, Google Meet, etc.), which had 

a significant impact on the students' intrinsic 

motivation to learn [4].  

Conventional pedagogical methods, which rely on 

face-to-face communication have frequently proven 

inadequate during times of various crises Personality-

oriented technologies offer a solution by providing 

flexible, adaptable and accessible learning options to 

alleviate stress during educational process. Among 

the options that support lifelong learning, there are 

mobile learning applications and adaptive 

educational platforms individuals can use in 

challenging circumstances [5]. Modern technologies 

enhance learning outcomes, allowing students to 

progress at their own pace at the same time receiving 

professional support, consequently mitigating the 

63 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



impact on their educational experience [6]. Thus, 

personality-oriented technologies reflect societal 

trends to provide an opportunity to build a robust 

education system. 

The role of modern technologies in education has 

shifted from delivering general information to 

providing personalised content, considering the 

processes of individualization and differentiation. 

The implementation of personality-oriented 

technology in education enables the identification of 

students’ interests and abilities, for the purpose of 

fostering professional development of future 

specialists. Under these conditions, teachers are able 

to create a favourable educational environment by 

utilizing technological tools to stimulate external and 

internal factors that promote engagement in 

educational activities.  

Philosophical and pedagogical frameworks 

emphasize the importance of recognizing the holistic 

nature learners: encompassing their mind, emotions, 

and personality. Traditionally, the tendency to adopt a 

one-size-fits-all approach to personality development 

may overlook the diverse ways in which individuals 

process information. The content of modern human 

development concepts in society does not restrict the 

use of individualized methods to unlock students' 

potential. Drawing on psychology and cognitive 

sciences to support professional development, the 

individualization and differentiation of the 

educational process aim to provide a wide range of 

task types for the professional development of the 

individual. 

The particular importance of the studies of 

international scholars such as Dora Y. Kovrei, a 

representative of the Transylvanian Hungarian 

College in Berehove, who collaborates with 

Ukrainian researchers in the implementation of 

personality-centered strategies in Eastern Europe. 

Her work reflects the broader international interest in 

this issue, evidenced by France's national policy of 

learning individualization since 1989. Meta-analyses 

confirm the influence of personality traits on 

academic performance, while research from Asia 

demonstrates the effectiveness of using machine 

learning algorithms to personalize education. 

Innovative technologies such as artificial 

intelligence, adaptive learning platforms, and 

interactive digital tools have enabled educators to put 

personality-oriented education into practice. These 

technologies can identify students' learning patterns, 

adapt content to their individual development, and 

offer personalized feedback, thereby transforming the 

teaching and learning process. 

2 RESEARCH GOALS 

The purpose of the study is to analyse the role of 

personality-oriented technologies in higher 

education, highlighting the importance of using 

digital tools to provide students with pedagogical 

support and maintain their motivation to education 

during challenging times. The research focuses on 

analyzing the characteristics of personality-oriented 

technology and identifying the challenges of its 

implementation in the educational process during 

challenging times. The objectives of the research are 

to explore the impact of personality-oriented 

technology implementation on the student 

engagement and assess the students’ adaptability to 

the use of learning technologies in education. The 

practical significance of the research lies in 

identifying the ways to adapt educational practices to 

foster responsive learning environment. 

3 RESEARCH METHODOLOGY 

The following methods were employed in the 

research: analysis, synthesis, and generalisation to 

explore the issue of personality-oriented technology 

in education; analysis of the students’ surveys, 

observation and systematisation to identify the 

relationships between learning goals, educational 

needs and learning outcomes during times of crisis. 

To ensure the reliability and clarity of the survey, 

a pilot test was conducted with a sample group of 

students. Based on their feedback, ambiguous items 

were refined. The final version was reviewed by 

academic experts to ensure alignment with research 

objectives and internal consistency of the tool. 

Methodology. The term “technology” is derived 

from Greek words that comprises two words: 

“techne” and “logos”. The concept of technology in 

education is understood as a means to integrate 

various processes, techniques, methods to create 

favourable conditions for the individual development, 

address their individual educational needs and 

determine their learning objectives [7]. The following 

pedagogical technology should be highlighted as 

personality-oriented technology. This technology 

aims to develop the student's potential, enhance their 

skills and abilities, and provide professional 

experience. 

It is essential to examine personality-oriented 

technology in the context of a crisis from three 

perspectives: social, educational, and psychological. 

In the social aspect, the technology is used to assess 
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the educational needs of an individual in response to 

specific life situations, and to study the impact of 

social, political, and economic factors on personal 

development during a crisis. In the field of education, 

the use of personality-oriented technology ensures an 

individualised approach to learning. Considerable 

attention is given to the organization of the 

educational process in alignment with the analysis of 

labour market requirements, differentiation and 

individualization of learning. In the psychological 

field, significant emphasis is placed on the 

development of the student's individual potential, 

cognitive skills, psychological and pedagogical 

support in stressful situations and during 

rehabilitation after such experiences. 

Personality-oriented technologies encompass a 

broad range of digital tools and methods designed to 

address the learners’ educational needs. The 

implementation of this technology is grounded in 

three core principles: mobility, responsiveness, and 

learner-centered design [8; 9; 5; 2]: 

Mobility refers to the ability of educational 

technology to provide multiple ways of learning, 

allowing students to access information in a way that 

suits their individual circumstances, schedule and 

learning environments. For instance, personality-

oriented technologies facilitate asynchronous 

learning, where participants can work with resources 

at their own pace. 

Responsiveness is another fundamental principle 

that emphasizes the need for educational tools to 

adapt content and teaching strategies according to 

real-time feedback from learners, while considering 

the environments in which they are learning. This 

dynamic approach ensures that learners receive 

appropriate support and guidance to foster their 

educational development. 

The principle of Learner-centered 

design emphasizes the importance of tailoring the 

educational experience to each individual learner, 

considering their unique experiences, interests and 

learning styles. By prioritizing the needs of the 

learner, personality-oriented technologies foster an 

inclusive learning environment that enhances 

engagement and motivation. 

The implementation of personality-oriented 

technologies in the educational process aims to 

enhance the effectiveness of students' learning. It is 

viewed as a means to develop students' critical 

thinking abilities, foster their learning habits and 

cultivate the ability to adjust everyday activities in 

stressful situations. The realisation of the educational 

process through educational platforms and the use of 

digital tools to provide personalised content enhances 

the accessibility of resources tailored to individual 

students' needs. This not only enhances the relevance 

of content, modernises educational programmes and 

updates curriculum, but also increases student 

internal motivation. For example, during martial law 

in Ukraine, educational platforms introduced the 

personalised content to address the educational 

challenges faced by displaced students, offering them 

learning resources to support their academic 

continuity. 

The integration of Information and 

Communication Technologies (ICT) in learning 

process enhances language skills development while 

fostering critical thinking, creativity, self-expression, 

and personal growth. Additionally, leveraging tools 

such as YouTube, mind maps, and educational blogs 

enables students to unlock their academic potential, 

access up-to-date professional information, and 

engage in collaborative learning and 

communication [10]. 

It is important to emphasise that the use of 

innovative pedagogical technologies and digital tools, 

which allow students to gain professional and 

practical experience in challenging social conditions 

is aimed at the formation of personal values that are 

essential for their self-development. Personality-

oriented technology focuses on creating favourable 

conditions for the realisation of creative skills. The 

primary objective of this technology is to facilitate the 

psychological adaptation to learning by enabling the 

mastery of professional training [11; 12]. 

Another important aspect of personality-oriented 

technology is the availability of communication. This 

means that learning platforms facilitate teacher-

student interaction, instant assessment of completed 

tasks allowing for timely correction of written work 

and adherence to deadlines. This immediate feedback 

fosters intrinsic motivation to study and encourages 

students to take responsibility for their 

education [13; 14]. 

In addition, with the development of artificial 

intelligence technologies, the implementation of 

personality-oriented technology also implies 

providing personalised learning support, which 

reinforces the concept of adopting a personality-

oriented approach to modernise the content of 

educational programmes to update the curriculum to 

enhance students' interest in education in time of 

crisis. Researchers recognize the potential of such 

technologies, emphasising that they contribute to 

improving student learning outcomes when 

traditional teaching methods and technologies may 

prove ineffective during times of crisis. 
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4 RESULTS 

To understand the complex nature of personality-

oriented technology applications in the educational 

process, a mixed-methods approach was employed: 

combining both quantitative and qualitative methods 

to collect and analyze the results of students’ surveys 

to assess the effectiveness and potential of the 

implemented technologies. A structured survey was 

developed, consisting of three sections and 35 

questions: the first section ‘Frequency of Technology 

Use’ (Table 1), focuses on the frequency of 

technology use in studying; the second section, 

‘Types of Personality-Oriented Technologies 

Applied’ (Table 2), and the third section ‘Impact on 

Learning Outcomes’ (Table 3), examined the 

influence of digital tools on students’ motivation and 

learning outcomes. A total of 300 survey respondents, 

including first-year university students from various 

disciplines at Zhytomyr Polytechnic State University, 

were informed about the purpose of the research. The 

first-year university students of various disciplines at 

Zhytomyr Polytechnic State University were 

informed about the purpose of the research. The 

survey was distributed via email and was conducted 

anonymously and confidentially. 

The use of modern pedagogical technologies and 

digital resources modernizes the educational process, 

updates the curriculum content, and creates engaging 

learning environment where students can learn 

through interactive exercises and real-life 

communication situations. It is important to note that 

digital tools and online resources are widely 

integrated into the educational process (Table 1). It is 

emphasized that digital tools such as apps, 

educational videos and interactive technologies are 

extensively used, indicating the availability and 

relevance of these resources. 

As a result, students demonstrate a moderate 

interest in adaptive and individualized learning 

features, with a clear preference for interactive 

content and some inclination toward gamification. 

However, their engagement with AI-based tools and 

social platforms remains limited (Table 2). The 

findings further indicate that while students recognize 

the advantages of digital and interactive content, the 

adoption of adaptive learning technologies and AI-

driven educational tools, such as AI-powered 

language learning applications (e.g., Duolingo, 

WordUp, Learn English Grammar) and automated 

writing assistants (e.g., Grammarly), is not 

widespread. Independent learning is generally 

preferred over collaborative methods, such as peer-

assisted learning, group discussions, and project-

based learning. Moreover, mental health tools and 

adaptability in learning receive only moderate to low 

prioritization. 

Table 1: Frequency of technology usage in students' 

learning process. 

Survey issues Results and outcomes 

Usage of devices: The vast majority (97.7%) of 

students use digital devices for 

learning on a daily basis. 

Access to 

academic online 

resources: 

Most participants frequently 

access online resources: 63.6% 

use them weekly and 22.7% use 

them daily. 

Use of 

educational 

applications: 

Educational applications are used 

moderately: 13.6% of students use 

them frequently, 34.1% use them 

from time to time, and 29.5% 

never use them. 

Digital 

technologies for 

note-

taking/memorizati

on/lecturing: 

The use of digital notes is 

balanced: 31.8% of students take 

notes often or sometimes, and 

29.5% rarely. 

Interaction with 

learning groups/ 

communities: 

Involvement is varied: 31.8% of 

students participate daily, 15.9% 

engage weekly, and 34.1% rarely. 

Making use of 

digital tools to 

increase 

efficiency: 

Only a minority (11.4%) of 

respondents use productivity tools 

very often, 27.3% use them rarely, 

and 18.2% never. 

Educational 

content: 

Most students watch educational 

videos: 38.6% rarely, but 25% 

sometimes and 20.5% often. 

Self-assessment 

technology: 

The level of regular self-

assessment is weak: 45.5% of 

participants rarely take tools such 

as tests, while 9.1% of students 

use them frequently. 

Online 

learning/support/c

onsultation: 

Online 

learning/support/consultation is 

used infrequently: 45.5% of 

students rarely use it and only 

9.1% of them often. 
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Table 2: Application of personality-oriented educational technologies. 

Survey issues Results and analyses 

1. Use of Learning

Platforms

Usage varies, with 22.2% of students using the tools frequently, 25% occasionally, and 38.9% 

rarely, indicating some interest, but limited widespread use. 

2. Digital Content Interactive content is the most preferred (44.4%), followed by visual content (16.7%) and text-

based content (11.1%), highlighting a clear reference for interactivity. 

3. AI-based

EducationalTools

Only 13.9% of students use AI tools regularly, while half use them rarely, indicating limited 

application of AI in educational contexts. 

4. Digital Individual

Assessments

The use of personality assessments is low, with 8.3% of participants using them frequently and 

38.9% using them rarely. This reflects a limited level of engagement with these tools. 

5. Prioritizing

adaptive educational

resources

Most students are neutral (58.3%) regarding adaptive tools, while 16.7% strongly agree. The 

results indicate limited enthusiasm for the use of adaptive tools. 

6. Individualization

in the educational

environment

Individuals show a slight preference for customization, with 25% strongly agreeing and 47.2% 

agreeing on its importance. 

7. Use of Online

Platforms

The research reveals a low level of participation, with 30.6% of respondents never using online 

platforms for community engagement, and only 8.3% using them daily, indicating that such 

platforms are not a top priority. 

8. Use of Gamified

learning resources

The usage of gamification is limited, with 11.1% of participants using it frequently, and 27.8% 

never using them, suggesting that gamification is not a widely preferred approach. 

9. Key features of

educational tools

Social sharing (25%) and usage (22.2%) are the most valued, while adaptive learning holds less 

importance (8.3%). Social communication emerges as a key factor. 

10. Educational

Recommendations

16.7% strongly agree, 36.1% agree that recommendations are useful, while 41.7% remain neutral. 

The responses are divided with substantial proportion of neutral opinions. 

11.Personality-

Oriented Learning

Methods

Independent learning is preferred by 38.9% of respondents, followed by collaborative tasks at 

16.7%. This indicates a stronger preference for autonomy in learning. 

12. Immediate

Feedback Resources

19.4% of students frequently use feedback, but 50% never utilize them. This indicates that 

although some participants value feedback tools, it is generally underutilized. 

13. Focus on Mental

Health Tools

The responses vary: 16.7% strongly agree, the majority remain neutral (52.8%). Although mental 

health tools are of notable concern, they are not considered a top priority. 

14. Significance of

responsiveness

8.3% of respondents consider adaptability to strengths and weaknesses to be very important, while 

41.7% remain neutral. This suggests that flexibility is not a strong priority. 

15. Use of Self-

Reflection and Self-

Assessment Tools

38,9 % of participants sometimes use learning technologies that encourage self-assessment tools, 

25 % rarely use them, 19,4 % never use self-reflection tools and only 8,3 % of students frequently 

use these tools. 

According to the survey, personality-oriented 

technologies enhance learning efficiency, however; a 

certain percentage of respondents still view them as 

merely useful (Table 3). A significant number of 

students maintain a neutral attitude towards these 

technologies, focusing on their overall effectiveness 

and primary outcomes in training. 

It is important to highlight that a significant 

portion (46.9%) of students agreed that technology 

helps them understand complex topics (Table 3). At 

the same time half of the respondents suggested that 

the role of technology in a detailed examination of 

complex material may vary depending on the type of 

technology or individual learning style/pace. 

Alongside, 53.1% reported that technology had a 

positive impact on their motivation, half of the 

respondents reported a contradictory response. The 

discrepancy observed in the middle of the survey 

suggests that the use of personality-oriented 

technologies enhances students’ motivation to acquire 

new knowledge, while other half may not view the 

use of technologies as significant factor influencing 

the motivation level. Most students agreed that digital 

technologies aid in time management, with 34.4% 

reporting a significant effect (Table 3). 
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Table 3: Effectiveness of digital technologies on student 

learning. 

Survey Issues Results % 

Impact of Technology 

Use on Learning 

Efficiency 

Significantly improved: 

18,8% 

Slightly improved: 25% 

Neutral: 56,3% 

Deepening 

comprehension of 

complex topics 

Agreed: 46,9% 

Neutral: 53,1% 

Information Storage Often: 56,2 % 

Sometimes: 43,8% 

Motivation to 

Education 

Increased: 52% 

Neutral: 48% 

Decreased:0% 

Ability to carry out 

evaluations 

Improved: 41,8% 

Slightly improved: 37% 

No change: 21,2% 

Managing time while 

studying 

Significantly: 28,1% 

A little: 37,5% 

No impact: 34,4% 

The impact of digital 

education on academic 

performance 

Agree: 57,3% 

Neutral: 37,5% 

Disagree:5,2% 

Reducing academic 

stress with technology 

Frequently: 31,3% 

Sometimes: 34,4% 

Rarely: 25% 

Never: 9,3 % 

Keep focused and 

organized 

Agree: 25% 

Neutral; 46,9% 

Disagree: 28,1% 

Improvement in 

learning outcomes 

Improved: 51,5% 

Slightly improved; 42,4 % 

No impact: 6,1% 

This suggests an ambiguous response to whether 

digital technologies consistently facilitate time 

management during training. More than half of the 

participants believe that personality-oriented 

technologies, innovative teaching methods and digital 

tools contribute to academic success, while a 

significant portion of the respondents remain neutral 

(Table 3). Many students report that stress reduction 

is achieved through a combination of various content 

technologies, methods, and techniques designed to 

mitigate its effects. It is noted that some of the 

students either agreed or remained neutral regarding 

the influence of technology on attention and the 

organization of the educational process. This result 

may suggest that the technologies provide some 

organizational tools for effective learning, but their 

impact is individualized. 

5 CONCLUSIONS 

Personality-oriented technology has proven to be a 

transformative approach in modern education, 

particularly during crises such as martial law in 

Ukraine. By integrating adaptive learning platforms 

(e.g., Canvas Network, Coursera, UA EduHub), AI, 

and interactive tools (e.g., Kahoot!, Quizlet, Google 

Classroom, Duolingo, BBC Learning English), this 

approach addresses individual learning needs and 

promotes flexibility, motivation, and skill 

development. 

Survey data confirm high engagement with digital 

resources: according to Table 1, 97.7% of students use 

digital devices daily, and over 85% regularly access 

academic content. Table 2 highlights a strong 

preference for interactive materials (44.4%) and 

independent learning (38.9%), while use of AI tools 

(13.9%) and gamified resources (11.1%) remains 

limited. Table 3 supports the positive impact of these 

tools on efficiency, comprehension, and motivation, 

though student responses vary, reflecting diverse 

learning preferences. 

Despite the benefits, challenges persist, including 

low engagement with adaptive tools, online 

collaboration, and mental health resources. Further 

refinement is needed to align these technologies with 

students' needs. Initiatives such as adaptive platforms 

(e.g., EdEra, Prometheus) have proven effective in 

supporting displaced students during wartime, 

illustrating the resilience of personality-oriented 

technologies. To maximize their impact, institutions 

must invest in teacher training, advanced tools, and 

curriculum integration, ensuring a more adaptive and 

inclusive learning environment. These adaptive 

strategies provide concrete pathways for shaping a 

responsive educational environment aligned with 

students’ psychological, professional, and emotional 

development. Educational practices can be adapted 

by embedding flexible learning trajectories, 

providing real-time personalized feedback, and 

ensuring that instructional content evolves 

dynamically with learners’ progress and contexts. 
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Abstract: The article substantiates the professional culture of a mathematics teacher as an integrated dynamic property 

of a personality that projects his/her general culture in the field of profession, and is a synthesis of 

mathematical, scientific, methodological and pedagogical cultures of a teacher, realized in a synergistic 

educational space using digital technologies. The purpose of the article is to carry out a scientific and 

theoretical analysis of the peculiarities of the formation of the professional culture of a mathematics teacher 

and a future mathematics teacher, to define the concept of professional culture of a mathematics teacher, to 

model its main components (mathematical, scientific, methodological and pedagogical cultures), to establish 

their structure, to select modern digital technologies for the implementation of professional culture, to 

conduct a pedagogical study in higher education institutions of Ukraine and to outline possible ways of its 

formation in a post-industrial society. Mathematical culture includes mathematical competencies, 

mathematical thinking, and mathematical language. Scientific and methodological culture involves 

scientific research, implementation of innovative teaching and learning methods, development of the 

author's educational and methodological product. The pedagogical culture of a mathematics teacher is 

his/her ability to self-analyze, professional development; self-education, self-development, self-

management, pedagogical skills; motivation, communication, professional morality, reflection, adaptability 

to the professional environment. The Spearman's rank correlation coefficient 𝑟𝑠  was used to statistically test

the research hypothesis. The interpretation of the size of the effect of correlation dependence was performed 

in accordance with the methodological recommendations of J. Cohen. 

1 INTRODUCTION 

The multifaceted nature of the concept of 

“professional culture of a teacher” leads to different 

approaches to its interpretation and requires in-depth 

research to formulate a common understanding of 

the content and structure of the concept of 

“professional culture of a mathematics teacher”. 

The analysis of scientific research allows us to 

identify a set of systemic elements that characterize 

professional culture as a phenomenon, namely: 

professional competencies, professional thinking, 

professional interest, professional experience, 

professional outlook, the degree of readiness of an 

individual for a particular type of activity, the ability 

to research, professional skill, adaptability to the 

professional environment, professional morality, etc. 

This concept includes the entire spiritual potential of 

an individual, intellectual, emotional and practical 

components of his or her consciousness. 

Although foreign research emphasizes the 

importance of cultural factors in teacher training and 

performance [1, 2, 3, 4, 5, 6, 7, 8], there is limited 

practical experience of how culture moderates the 

relationship between worldview, value orientations 

and professional identity of teachers, especially in 

the Ukrainian context. 
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At the same time, the combination and 

generalisation of the key features of the culture of 

society, the culture of the individual and the culture 

of social integration in addition to and in 

conjunction with each other create a holistic picture 

of understanding culture as a scientific concept. 

2 ANALYSIS OF CURRENT 

RESEARCH 

L. Huberskyi argues that certain results of activity

acquire the status of “culture” only to the extent that

they contribute to the development of the essential

forces of a person, the creative capabilities of the

individual [9, p. 21]. Considering the activity

through the prism of the diversity of its

interpretations, we note that any significant result of

the activity affects the formation and development of

a person, and the accumulation of new achievements

and values leads to an increase in the overall level of

culture of society.

According to S. Honcharenko, “culture (lat. 

cultura – education, development) is a set of 

practical, material and spiritual achievements of 

society that reflect the achieved level of 

development of society and human. Culture is 

understood as the level of education and upbringing 

of a person, as well as mastery of a certain field of 

activity” [10, p. 182]. 

In our research, we will take as a basis the 

following definition of culture as a complex 

(totality) of material and spiritual achievements of 

society, symbolic products of personality 

development (dispositions, knowledge, abilities, 

creative forces, value orientations, etc.) and 

technologies for the implementation of any 

purposeful activity in a specific human environment 

[11].  

I. Glazkova et al. [12, pp. 144-161] analyze the

phenomenon of professional pedagogical culture as a 

socio-pedagogical phenomenon that integrates 

historical and cultural experience into coordinated 

pedagogical activity. 

The article [13, pp. 42-53] aims to explore the 

relationship between educational practices, 

professional culture and sustainable development 

goals, in particular in the context of the Ukrainian 

national educational system and professional 

community. 

The article [14, pp. 17-25] highlights the 

theoretical foundations of the professional culture of 

future specialists in accordance with the global 

challenges of the information society, concludes that 

the main components of the content of professional 

culture are motivation to master special professional 

knowledge, skills, professionally significant values, 

which in the process of forming professional culture 

should become personally significant. 

The works of [15, 16, 17, 18, 19] are of great 

importance for our research. 

The purpose of the article is to define the concept 

of professional culture of a mathematics teacher, 

model its main components (mathematical, 

scientific, methodological and pedagogical cultures), 

establish their structure, select modern digital 

technologies for the implementation of professional 

culture, conduct a pedagogical study on the 

peculiarities of the formation of professional culture 

of a mathematics teacher and a future mathematics 

teacher in higher education institutions of Ukraine 

and outline possible ways of its formation in a post-

industrial society. 

The structure of the study is based on the 

principle from the general to the specific, which 

allows us to consistently consider both the 

theoretical foundations of the problem and its 

practical aspects. 

3 DIGITAL TOOLS IN THE 

FORMATION OF 

PROFESSIONAL CULTURE OF 

A MATHEMATICS TEACHER 

The formation of professional culture of a 

mathematics teacher and a future mathematics 

teacher is possible with the use of system-activity, 

synergistic, competence, prognostic, personal 

development, educational, research and information 

approaches that allow improving the quality of 

education and personal awareness. 

The basis of the methodological approach to the 

study of the personality of a high-level mathematics 

teacher is to substantiate and verify the peculiarities 

of the formation of his/her professional culture while 

working in a higher education institution. 

Using the cultural approach [9, 10], it is possible 

to assess the professional culture of a mathematics 

teacher through a system of criteria that reflects his 

or her ability to cultural self-identification and 

integration into the professional community. 

For us, the study of H. Mykhalin is especially 

valuable, as he revealed the content of the concept of 

“professional culture of a mathematics teacher” as a 

set of practical, material and spiritual achievements 
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that determine the quality of the teacher's 

professional activity [20, p. 30]. The scientist 

considers mathematical, methodological, 

pedagogical, psychological, informational, linguistic 

and moral cultures to be the main components of the 

professional culture of a mathematics teacher and 

notes that each of these components of the 

professional culture of a specialist, in particular a 

mathematics teacher, with the exception of moral 

culture, consists of general and special parts, and its 

content significantly depends on the specifics of the 

specialist's activity. 

Based on the analysis of scientific literature, we 

understand the professional culture of a mathematics 

teacher as an integrated dynamic property of a 

personality that projects his or her general culture in 

the field of the profession, is a synthesis of 

mathematical, scientific, methodological and 

pedagogical cultures, and is realized in a synergistic 

educational space using digital technologies. Since 

digital technologies play a fundamental role, we 

include them in all components of the professional 

culture of a mathematics teacher (Figure 1). 

Figure 1: Professional culture of a mathematics teacher 

(author's development). 

Let's consider the first dynamic property of the 

professional culture of a mathematics teacher - 

mathematical culture, which reflects the formation 

of a system of mathematical knowledge and skills, 

mathematical thinking and mathematical language, 

developed ability to self-education, which form the 

professional worldview of a mathematics teacher. 

The problem of mathematical culture is 

addressed in the articles of both mathematicians who 

considered it from the mathematical aspect and 

scientists-pedagogues who studied it from the 

methodological aspect. In particular, Ye. Lodatko 

interprets the mathematical culture of society as “a 

complex social formation that is formed under the 

influence of mathematical traditions, an established 

system of mathematical education and mathematical 

achievements” [21, p. 78]. H. Zinchenko emphasizes 

that “the mathematical culture of the future 

mathematics teacher is determined not only by the 

high level of mastery of mathematical knowledge, 

the ability to use it in practice, mathematical 

language and speech, but also by the teacher's own 

system of values, his/her general worldview 

erudition and, most importantly, the ability to form 

this culture in students” [22, p. 92]. The analysis of 

the structural components of mathematical culture is 

carried out in [23, pp. 52-56]. 

The mathematical language allows mathematics 

educators to describe the world with unique 

precision and conciseness. Unlike natural languages, 

which are prone to ambiguity and contextual 

nuances, mathematics offers a rigorous formalism 

where each concept has a clear definition and 

statements can be proven or disproven through 

logical reasoning. This precision makes mathematics 

indispensable in science, technology, and many 

other areas of human activity. 

Back in 1927, H. Williams wrote that 

mathematics is both a source of truth and a special 

language. The mathematical language is more 

defined and abstract than our usual means of 

thinking and communicating [24]. 

The main skills related to the mathematical 

language of a mathematics teacher: to know 

mathematical terminology, in particular in Ukrainian 

and English; to present educational material 

competently; to be able to highlight the main thing 

in mathematical sentences; to justify mathematically 

correct problem solving; to use computer 

mathematics systems. 

Mathematical competence includes a culture of 

logical and algorithmic thinking, knowledge and 

ability to apply mathematical (numerical and 

geometric) methods to solve applied problems in 

various fields of activity, the ability to understand 

and use mathematical models and the ability to build 

such models to solve problems [25]. 

The ability of a mathematics teacher to work 

with digital mathematical tools such as Maple, 

MATLAB, GeoGebra, Maxima, MathCha, 

Symbolab, Wolfram Alpha, MathWorld, Desmos, 

etc. ensures the formation of his/her mathematical 

culture. 
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According to O. Maksymovych, “mathematical 

thinking is a complex process in which students 

master high-level thinking skills, namely: they learn 

to analyse, synthesise, generalise, classify, compare, 

etc. Mathematical thinking is one of the values of a 

person, and it is formed due to the mathematical 

activity of a person in the process of learning 

mathematics” [26, pp. 125-129]. 

Let's consider the scientific and methodological 

culture, which is a multifaceted component of the 

professional culture of a mathematics teacher and 

combines his/her scientific activity, implementation 

of modern teaching and learning methods, and 

development of his/her own educational and 

methodological product. 

The formation of the scientific activity of 

mathematics teachers is ensured by the use of 

academic search engines (Google Scholar, Scopus, 

Web of Science, ORCID, Scimago Journal & 

Country Rank), professional document preparation 

systems (LaTeX), bibliographic managers 

(Mendeley, Zotero, EndNote), scientific 

communities (ResearchGate, Academia. edu) for 

writing and publishing articles, monographs, 

preparing and defending dissertations, projects and 

grants, obtaining titles of protection (patents, 

copyright certificates) for intellectual property 

rights. 

Teaching and learning methods include the 

ability of a mathematics teacher to combine 

traditional and innovative approaches, methods, 

techniques, forms and means through modern digital 

technologies and digital competencies. As co-

authors of the article [27, pp. 93-106], we propose a 

foresight wheel of digital technologies for use in the 

educational process, which represents a 

classification of teaching aids depending on the type 

of classes. 

The educational and methodological product of a 

mathematics teacher consists of writing, editing, 

reviewing textbooks, teaching guidelines, 

workbooks, developing lectures, practical and 

laboratory classes, work programs and silabuses, 

tests and control works, which are placed in virtual 

mathematical educational environments. The design 

and development of such educational environments 

is carried out by means of content management 

systems (Moodle, WordPress, Drupal), testing 

systems (Kahoot!, Quizizz), online conferencing 

platforms (Zoom, Google Meet, Microsoft Teams), 

etc. 

The article [28, pp. 51-57] investigates the 

potential of modeling a virtual mathematical 

educational environment on the example of a 

website, and identifies which tools and technologies 

can be used to create it. 

The article [29] reveals the structure of digital 

competences through the following areas of activity: 

professional engagement, digital resources, teaching 

and learning, assessment, experiential learning, and 

promotion of students' digital competence. 

In our professional activities, we pay special 

attention to the modern digital textbook in 

mathematical disciplines in the preparation of a 

bachelor of mathematics. After all, a a high-quality 

digital textbook ensures the formation of not only 

the mathematical culture of the future specialist, but 

also the formation of such basic competencies as the 

ability and willingness to self-learn, apply 

knowledge, skills and abilities to work with 

computer mathematics systems, self-education and 

future professional activities. The use of a digital 

textbook integrated into the learning technology 

designed and implemented by the teacher allows him 

or her to choose their own creative strategy and 

methodology for teaching students. 

The pedagogical culture of a mathematics 

teacher, as an integral part of his/her professional 

culture, in a post-industrial society combines the 

ability to self-analyze his/her own professional 

activity and the desire to improve skills; the level of 

self-education, self-development, self-management; 

the presence of motivation, communication, 

professional morality and reflection of the teacher as 

components of the individual trajectory of his/her 

professional development. 

The analysis of the essence of the concepts of 

“culture”, “independent work”, “professional 

culture” in the context of philosophical, cultural and 

pedagogical knowledge, various methodological 

approaches allowed to define the culture of 

independent work of a mathematics teacher as an 

integrative property of his personality aimed at 

accumulating general and professional 

competencies, motivational characteristics and 

volitional qualities during independent work in the 

conditions of professional activity. 

Online courses on the Coursera, edX, Udemy, 

Prometheus, Future Learn platforms; task and 

project planning tools Google Calendar, Trello, 

Asana; social networks for professional networking 

LinkedIn, Facebook, Instagram; online forums, 

discussions, personal websites, blogs, etc. will be 

useful for teachers' independent work. 

Each component of a mathematics teacher's 

professional culture is a prerequisite for success in 

teaching. However, not every mathematician who 

has succeeded in his or her research is a good 
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teacher even in the field of his or her narrow 

specialty [20], just as a specialist in methodological 

or pedagogical research can become a highly 

qualified mathematics teacher. 

The formation of the mathematical culture of a 

mathematics teacher begins in the master's program, 

where the corresponding additional specialty is 

provided. And the discipline “Methods of teaching 

mathematics in higher education” sets one of the 

tasks to familiarize master's students with the 

peculiarities of the methodology of teaching 

mathematics courses in higher education institutions 

of different levels and professional orientation; to 

reveal the goals, content, methods and means of 

studying individual mathematical disciplines. 

Let us consider the example of the topic 

“Methods of teaching functions in mathematical 

analysis. The Limit of a Function”, how these 

concepts are formed, starting from the function of 

one variable, two and many variables to the concept 

of mapping, operator and functional in a metric 

space. We use the methods of analogy, comparison, 

highlighting the main and differences in the 

definition of this concept in different metric spaces. 

If we use the method of analogy and 

generalization, we see that in all cases of j-value 

functions of one variable, many variables, and 

mapping to metric space, keywords are preserved: 

“one for each”. 

If you use the comparison method, the objects of 

study change. In some cases, these are numbers, in 

others, points of the Euclidean space, and in metric 

spaces, points can be functions, numerical 

sequences, and other objects. We point out that 

objects of different nature can appear in the 

definition domain and the value domain: 

Function of single variable (Figure 2). 

for each 𝑥 ∈ 𝑋 ⊂ ℝ
𝑓 
→ single 𝑦 ∈ 𝑌 ⊂ ℝ.

Figure 2: Graph of a single variable function (built in 

MathCha). 

Function of many variables (Figure 3). 

every  point of  𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑛) ∈ 𝐸

⊂ ℝ𝑛
𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
→ 𝑠ingle number 𝑦 ∈ ℝ.

Figure 3: Graph of the function of two variables (built in 

MathCha). 

Display in metric space. A mapping 𝑓, which 

corresponds to each point of the metric space 𝑋 to 

one point of the metric space 𝑌, is called a mapping 

from the metric space 𝑋 to the metric space 𝑌. 

Similarly, to introduce the concept of the limit of 

a function, we can also use the method of analogy, 

generalization, and comparison, to show that the 

Heine definition, regardless of the nature of objects, 

is formally written in the same way: 

(𝐴 = 𝑙𝑖𝑚
𝑥→𝑥0

𝑓(𝑥)) ⇔
𝑑𝑓

(∀(𝑥𝑛) ⊂ 𝑂
∗(𝑥0) ∩ 𝑋: 𝑙𝑖𝑚

𝑛→∞
𝑥𝑛

= 𝑥0 ⇒ 𝑙𝑖𝑚
𝑛→∞
𝑓(𝑥𝑛) = 𝐴).

The definition of the boundary of a function at a 

Cauchy point depends significantly on how the 

distance is denoted in a particular metric space. 

The limit of a function of a single variable: 

(𝐴 = 𝑙𝑖𝑚
𝑥→𝑥0

𝑓(𝑥)) ⇔
𝑑𝑓
(∀𝜀 > 0∃𝛿 > 0, ∀𝑥 ∈ 𝑋: 0 <

|𝑥 − 𝑥0| < 𝛿 ⇒ |𝑓(𝑥) − 𝐴| < 𝜀). 

In the definition of the boundary of a function of 

many variables, the points x0 = (x01, x02, . . . , x0n) of

the Euclidean space ℝn and numbers appear, so we

pay attention to the distance notation: 

(𝐴 = 𝑙𝑖𝑚
𝑥→𝑥0
𝑥∈𝐸

𝑓(𝑥)) ⇔
𝑑𝑓
(∀𝜀 > 0∃𝛿 > 0, ∀𝑥 ∈ 𝐸: 0 <

𝑑(𝑥, 𝑥0) < 𝛿 ⇒|𝑓(𝑥) − 𝐴| < 𝜀). 

Here it is important to realize that the point 𝑀0
can be approached in different ways (in fact, there 

are many such ways), and this will significantly 
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affect the further construction of the theory of 

functions of many variables, in particular, its 

differentiability. 

To define a mapping boundary in the metric 

spaces 𝑋 and 𝑌, we take into account that objects 

can have different natures, so we denote their 

distances by 𝑑1(𝑥, 𝑥0) and 𝑑2(𝑓(𝑥), 𝑦0),
respectively. Thus, we conclude that in metric 

spaces, the construction of the theory of mapping 

boundaries depends on the nature of the objects and 

there may be interesting surprises. 

A mathematics teacher must have the appropriate 

competencies to explain the fundamental concepts of 

“function” and “limit of function” to higher 

education students in a methodologically competent 

manner. 

4 DISCUSSION 

The authors of the article conducted a pedagogical 

study in higher education institutions of Ukraine on 

the peculiarities of forming the professional culture 

of a mathematics teacher and a future mathematics 

teacher. Respondents ranked the components of 

professional culture at the level of their structures 

using Google Form. The results of the primary data 

and intermediate calculations based on the survey of 

mathematics teachers and future mathematics 

teachers are presented in Table 1. 

Table 1. Table of primary data and intermediate 

calculations based on the results of the survey of 

mathematics teachers (𝑋𝑖) and future mathematics teachers

(𝑌𝑖).

𝑛 Component structure 𝑋𝑖 𝑌𝑖 𝑑𝑖 𝑑𝑖
2

1 Mathematical competencies 2 2 0 0 

2 Mathematical thinking 1 1 0 0 

3 Mathematical language 3 3 0 0 

4 Scientific research 9 7 2 4 

5 Teaching and learning methods 4 5 -1 1 

6 Educational and 

methodological product 

8 9 -1 1 

7 Self-analyze, professional 

development 

7 4 3 9 

8 Self-education, self-

development, self-management, 

pedagogical skills 

6 6 0 0 

9 Motivation, communication, 

professional morality, 

reflection, adaptability to the 

professional environment 

5 8 -3 9 

Sums 0 24 

In order to establish a statistical relationship 

between the indicators of the significance of the 

components of professional culture at the level of 

their structures in mathematics teachers (48 people) 

and future mathematics teachers (53 people), 

Spearman's rank correlation coefficient 𝑟𝑠 was used,

which is determined by the formula: 𝑟𝑠 = 1 −
6∑𝑑𝑖

2

𝑛(𝑛2−1)
, where 𝑑𝑖 is the rank difference; 𝑛 is the

number of features (Table 1) [30, pp. 59-63]. The 

study was conducted in higher education institutions 

of Ukraine with maximum respect for the privacy 

and confidentiality of the subjects, in compliance 

with the ethical norms and standards of the 

American Psychological Association (APA), the 

recommendations of the Ethical Code of the 

Scientist of Ukraine. 

The primary data on the two parameters are 

presented in an order scale. The ranks are not 

repeated, so the empirical value of Spearman's 𝑟𝑠
correlation coefficient will be determined by the 

general formula. We set the probability level of the 

first kind of error and formulate the null and 

alternative hypotheses for 𝛼 = 0.01: 

▪ 𝐻0: the indicators of the importance of

professional culture components at the level of

their structures for mathematics teachers and

future mathematics teachers are not interrelated

(𝑟𝑠 = 0);

▪ 𝐻1: the indicators of the importance of

professional culture components at the level of

their structures for mathematics teachers and

future mathematics teachers are interrelated

(𝑟𝑠 ≠ 0).

Calculate 𝑑𝑖 – rank differences by the formula:

𝑑𝑖 = 𝑅𝑋𝑖 − 𝑅𝑌𝑖; 𝑑𝑖
2 – squares of rank differences;

sums of 𝑑𝑖
2 for the sample of subjects.

We calculate the empirical value of the 

Spearman's rank correlation coefficient using the 

formula 𝑟𝑠:

𝑟𝑠 = 1 −
6∑𝑑𝑖

2

𝑛(𝑛2 − 1)
= 1 −

6 ∙ 24

9 ∙ (92 − 1)
= 0.8. 

This value indicates a direct correlation of the 

average force between the variables. Let's check its 

statistical significance. 

According to the table of critical values of 

Spearman's correlation coefficient 𝑟𝑠 [30, p. 130] for

𝑑𝑓 = 𝑛 = 9 and a given 𝛼 = 0.01, we find 𝑟crit =

0.798. Since |𝑟emp| > 𝑟crit (0.8 > 0.798), the

hypothesis 𝐻0 is rejected. The size of the

standardized effect according to J. Cohen's 

classification is large (𝑟𝑠 = 0.8).
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Thus, there is a statistically significant 

relationship between the indicators of the 

significance of the components of professional 

culture at the level of their structures among 

mathematics teachers. According to the statistics of 

Spearman's 𝑟𝑠 criterion (𝑟𝑠 = 0.8; 𝑝 > 0.01; 𝑛 = 9),

there are no grounds for accepting the null 

hypothesis. 

There are common points of view on the ranking 

of components of professional culture of teachers 

and future teachers of mathematics. The significance 

of the indicators coincides with the ranks 1 

(Mathematical thinking), 2 (Mathematical 

competencies), 3 (Mathematical language), 6 (Self-

education, self-development, self-management, 

pedagogical skills). The significance of the 

indicators “Teaching and learning methods” and 

“Educational and methodological product” has a 

minimal difference (difference), represented by 

ranks 4-5 and 8-9, respectively. 

The results of the study have shown that the 

indicators of the significance of the components of 

professional culture at the level of their structures in 

mathematics teachers and future mathematics 

teachers are interrelated. The statistically significant 

reliability of the study was confirmed by the 

Spearman's rank correlation coefficient 𝑟𝑠,
performed in accordance with the methodological 

recommendations of J. Cohen. 

5 CONCLUSIONS 

The authors of the article have carried out a 

definitional analysis of the key concepts of the 

study. It is shown that the professional culture of a 

mathematics teacher combines three main 

components: mathematical, scientific, 

methodological and pedagogical cultures, which, in 

turn, are complex integrative formations and are 

closely interrelated. The formation of professional 

culture is possible only with the use of digital tools 

in all its components. We propose to use the wheel 

of digital technologies modeled in the article, which 

identifies the main directions of implementation of 

modern tools in the professional activity of the 

teacher. 

By the professional culture of a mathematics 

teacher, we mean an integrated dynamic property of 

a personality that projects his or her general culture 

in the field of the profession, is a synthesis of 

mathematical, scientific, methodological and 

pedagogical cultures, and is realized in a synergistic 

educational space using digital technologies. Digital 

technologies have become an integral part of the 

modern world, and education is no exception. Their 

integration into all components of the professional 

culture of a mathematics teacher is fully justified 

and necessary. The conducted pedagogical research 

in higher education institutions of Ukraine has 

shown that the indicators of the significance of the 

components of professional culture at the level of 

their structures in mathematics teachers and future 

mathematics teachers are interrelated. To 

statistically test the hypothesis, the study used 

Spearman's rank correlation coefficient 𝑟𝑠.
Interpretation of the size of the effect of correlation 

dependence was performed in accordance with the 

methodological recommendations of J. Cohen. 
Prospects for further research are seen in a 

detailed analysis of the structural components of the 

professional culture of a mathematics teacher, the 

definition of local and global goals, objectives and 

methods of their implementation. 
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Abstract: This research explores the application of quantum physics methodologies to analyse digital flows 
within telecommunication networks. This study introduces a novel tensor model, grounded in the 
SU(2) Lie group, designed to simulate symmetric and asymmetric information interactions 
between network objects within a two-dimensional Euclidean complex space. The proposed model 
innovatively decomposes the tensor into three fundamental components: metric, torsion, and 
curvature tensors. The metric and torsion tensors are combined to form a complex vector system, 
effectively representing the intrinsic interaction dynamics between network objects. The curvature 
tensor, on the other hand, models the potential asymmetry introduced by an external observer, 
simulating third-party influences on network interactions. This approach allows for the 
representation of closed-time cyclic experiments, such as evaluating interactions between network 
nodes, as a continuous tensor field on a quantized topological circle. This framework not only 
provides a comprehensive perspective on information processes in data transmission networks but 
also draws parallels with elementary particle interactions in quantum physics. Furthermore, the 
research includes a statistical analysis using simulations in the NS3 environment, validating the 
model's effectiveness in identifying key characteristics of information flows. The analysis 
demonstrates the model's ability to detect and quantify the impact of external observers, the effects 
of traffic asymmetry, and changes in network dynamics through quantum entanglement entropy. 
The potential practical applications of this model, including network performance analysis, 
security enhancement, and routing optimization, are also discussed, highlighting its relevance to 
both theoretical and applied aspects of telecommunications and quantum physics. 

1 INTRODUCTION 

The world of physics and telecommunications might 
seem miles apart, but there's a fascinating bridge 
between them: the use of mathematical tools like 
tensors and Lie groups. These tools, originally 
developed to understand the symmetries and 
interactions of particles [1 - 8], are now finding new 
life in describing the complex flow of information in 
networks. 

Think of it like this: just as particles interact and 
transform in predictable ways, so too does the data 
flowing through our networks. Researchers have been 
using tensor models to represent these interactions, 

drawing parallels between electrical circuits and data 
flows [9 - 12, 13 - 15]. They've even started to explore 
ideas like "cybernetic conductivity" and "information 
flow impedance", mirroring concepts from electrical 
engineering [15]. 

This approach has been particularly useful in 
understanding heavily loaded mobile networks and 
prioritizing data packets [9, 15]. More recently, 
researchers have been applying these techniques to 
wireless communications [16, 17] and even exploring 
the concept of "entanglement entropy" in network 
data [18, 19, 20]. 

However, there's a whole other level of physics 

that hasn't been fully tapped into yet: the world of 

quantum mechanics. This is where things get really 
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interesting, with concepts like symmetry groups and 

the quirky behaviour of particles at the subatomic 

level [21, 22].  

2 MOTIVATION AND 

OBJECTIVES OF THE WORK 

The application of quantum mechanics to 
telecommunications is significant, as the 
mathematical frameworks used to describe quantum 
phenomena, such as Lie groups, provide a powerful 
approach for modelling the complex relationships 
between network components, including routers and 
switches. 

Imagine being able to predict and control the flow 
of information with the same precision that physicists 
predict the behaviour of particles. This could lead to 
more efficient, robust, and secure networks. 

Recent research indicates that quantum concepts 

like entanglement may enhance our understanding of 

network information flow [23]. This work builds 

upon these findings, aiming to develop a quantum 

field tensor model of anisotropic network object 

interactions, using Lie groups SU(2)/U(1), to explore 

how advanced quantum mechanics tools can improve 

telecommunication network modelling. 

To achieve this, the following objectives are set. 

1) Substantiation the model of anisotropic network

relationships as a complex tensor function of

discrete time for objects binary interaction

traced by an external viewer.

2) Decomposition the complex tensor of

anisotropic network relationships on the three

components (metric tensor, torsion tensor and

curvature tensor).

3) Presentation the manifold of anisotropic

network complex tensor using the SU(2) Lie

group.

4) Construction a quantum field model of network

objects interaction on the U(1) Lie group.

3 THE COMPLEX TENSOR 

MODEL OF ANISOTROPIC 

NETWORK RELATIONSHIPS 

Let NW an open anisotropic telecommunication 

network depicted in Figure 1;  A, B − arbitrary objects 

(e.g., IP routers) with regular (conditionally “strong”) 

information relationships; V − an external observer 

tracing the objects A, B through “weak” interaction 

with minimal influence on them; Pt(x1, x2) − an 

abstract power of network objects binary interaction 

defined for a time quantum t (e.g., the number of IP-

packets sent from x1 to x2 within the time t). 

Figure 1: The graph on network objects (A, B) interaction 

by viewer tracing (V, A), (V, B). 

Let us represent the graph (Fig.1) as a matrix 

function P(V, A, B) of ternary relationships between 

V, A and B, where each pair {Pt(x1, x2), Pt(x2, x1)} 

reflects the correspondent binary relationships in an 

anisotropic network NW.  Figure 2 shows an example 

of such a matrix P in integers.  

Figure 2: The matrix functions of  objects (A, B) interaction 

by viewer tracing (V, A), (V, B). 

The interaction data matrix P can be transformed, 

through a bijective mapping, into a specialized square 

matrix Q, characterized by a double diagonal 

structure, as illustrated in Fig. 2. This transformation 

preserves the information content, as both matrices, 

P and Q, possess 6 independent elements 

(specifically, the numerical values 1, 6, 3, 10, 2, 

and 4). This matrix Q, which we will refer to as the 

Matrix of External Observation (MEO), serves as a 

representation of the information interaction between 

two network objects, A and B, as perceived by an 

external observer V. This transformation simplifies 

subsequent mathematical operations and allows for a 

clearer visualization of the interaction dynamics.  

Let us call the matrix Q in Fig. 2 the matrix of 

external observation (MEO) the information 

interaction of two arbitrary network objects A and B 

by the given viewer V.  

Next, let us represent the matrix Q depicted in 

Figure 2 as the sum of symmetric matrix R and skew-

symmetric matrix S as it is shown in Figure 3. It is 

clear, that partial matrices R and S has exactly 

6 independent elements (here 2, 4, 7, +1, −2, ±3), and 
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therefore, the mapping chain P→Q→(R+S) is strictly 

reversible (bijective). 

Figure 3: Decomposition the matrix of external observation 

Q on the symmetric and skew-symmetric parts. 

Now, we finalize the above bijective mapping 

chain P→Q→(R+S) into equivalent presentation by 

the three parts M, T, C in Figure 4: 

P→ Q → (R + S) → (M + T + C) (1) 

The algorithm of the ultimate transformation is 

the following. Each diagonal element of matrix M is 

the half-sum of correspondent rows and columns 

elements of matrix R, e.g., M(A,A) = 2+7=9; M(B,B) 

7+4=11; each non-diagonal element of M equals to 

that in R.  Matrix T takes the non-diagonal elements 

of S with zero-diagonal ones; instead, C obtains the 

diagonal elements of S with zero non-diagonal ones. 

Figure 4: Presentation the matrix of external observation Q 

in tensor form. 

 It is easy to show, that due to its construction, the 

matrix M in Fig. 4 satisfies the Riemann metric tensor 

requirements for 2-dimensional Euclidian vector 

space. Matrix T is a torsion tensor of anisotropy in 

objects relationships [24]. Matrix C is curvature 

tensor of viewer-objects relation asymmetry. 

Let us assemble two real matrices M, T (Fig. 4) 

into one Hermitian complex matrix H of metric tensor 

with torsion but without a curvature: 

H = M + i T  .       (2) 

Tensor H in (2) corresponds to a system of two 

vectors in a complex Euclidean space, in which 

vectors lengths are positive real numbers (diagonal 

elements of H). Instead, the Hermitian matrix C in 

Fig. 4 can have both positive and negative real 

diagonal elements, and therefore, can't be presented 

in a complex Euclidean or pseudo-Euclidean vector 

space.  

In general, the external observation matrix Q in 

(2) can be represented as a combination of metric,

torsion and curvature in a 2-dimensional non-

Euclidean complex space:

Q → {H, C}.     (3) 

It is clear, that all three components M, T, C in 

Fig. 4 are always real or complex Hermitian (22) 

matrices. For unified representation of such matrices 

let's use the special unitary Lie group SU(2), that 

includes three unitary traceless Pauli matrices 𝜎1, 𝜎2,

𝜎3, (having determinant “−1”)

(4) 

along with Euclidian matrix 𝜎0 having determinant

“+1” and trace “+2” (identity matrix I): 

.  .     (5) 

Matrices 𝜎0  𝜎3 form a basis on the set of all 2×2

Hermitian matrices, i.e. any one of them can be given 

as a linear combination L(𝜎0, 𝜎1, 𝜎2, 𝜎3). Matrices 𝜎1,

𝜎2, 𝜎3 are SU(2)-generators; each one defines a

particular symmetry type and related subset on 

continuous transformations (phase rotations).  

Suppose that a third-party viewer observation of 

network objects interaction is a cyclically closed 

process in time. The topological equivalent of a 

closed time is a circle O1, and Cartesian product On is 

the only topological space to construct everywhere 

continuous vector/tensor field. The circle O1 can be 

mapped onto the unitary Lie group U(1). Let 

F = L(𝜎0, 𝜎1, 𝜎2, 𝜎3)  U(1) .    (6) 

The product F in (6) is the set of all the non-

singular (22) Hermitian matrices defined on the 

time-circle. It can be used as a quantum field tensor 

model of discrete network object’s binary interaction. 

The set of 2-dimensional vector spaces L() in (6) can 

be studied using the Lie group SU(2).   
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4 STATISTICAL ANALYSIS OF 

NETWORK OBJECT 

INTERACTIONS 

4.1 Methodology of Statistical Analysis 

To validate the effectiveness of the proposed quantum 

field tensor model for network object interactions, a 

statistical analysis of key characteristics of 

information flows was conducted. The study focused 

on three main aspects: Network performance 

analysis: average packet delay, packet loss, and 

bandwidth; Identification of information flow 

asymmetry between nodes; Calculation of quantum 

entanglement entropy in information flows. 

Data were collected through simulations in the 

NS3 environment, modeling the tensor dynamics of 

flows in the network. NS3 (Network Simulator 3) is 

an advanced discrete-event network simulation tool 

widely used in research and development for studying 

communication protocols and network performance. 

It enables the modeling of various network layers, 

including physical, link, and transport, making it an 

ideal tool for analyzing the interaction dynamics of 

network objects. NS3 supports packet-level tracing, 

statistical data collection, and realistic network 

behavior emulation, providing reliable insights into 

system performance [9]. Three scenarios were tested: 

1) Symmetric interaction between nodes without

external interference.

2) Asymmetric interaction, where one node

receives significantly more traffic.

3) Impact of an external observer, modifying the

tensor model metrics.

4.2 Research Results 

4.2.1 Network Performance Analysis 

Table 1 presents the measurement results for packet 

delay and loss across the three scenarios. 
These values align with previous studies on 

network traffic modelling, which demonstrated 
similar packet loss patterns and delay fluctuations 
under asymmetric traffic loads [13]. 

4.2.2 Analysis of Flow Asymmetry 

The study of information flow asymmetry revealed 

that, in the presence of an external observer, the 

asymmetry coefficient (calculated as the ratio of 

inbound to outbound traffic) increased by 1.8 times 

compared to the standard network. This is consistent 

with recent findings in tensor-based traffic modeling, 

which highlight significant distortions in data 

transmission due to asymmetric node 

interactions [16]. 

Table 1: Network performance metrics under different 

interaction scenarios. 

Parameter 
Symmetric 

network 

Asymmetric 

network 

Observer 

influence 

Average 

delay (ms) 
12.4 18.7 25.3 

Delay 

variance (ms2) 
2.1 5.3 8.7 

Packet loss (%) 0.5 2.3 4.8 

Bandwidth 

(Mbps) 
96.5 85.2 72.4 

4.2.3 Quantum Entanglement Entropy 

The entanglement entropy values obtained for 

different network interaction scenarios are presented 

in Table 2.  

Table 2: Quantum entanglement entropy in different 

interaction scenarios. 

Scenario Quantum entropy 

Symmetric interaction 0.72 

Asymmetric interaction 1.34 

Observer influence 2.01 

These results align with recent studies on network 

entanglement entropy, where similar entropy growth 

patterns were observed in complex 

telecommunication networks with external 

interference [18]. 

The conducted analysis confirmed that the tensor 

model based on Lie groups effectively identifies key 

characteristics of information flows in 

telecommunication networks. The key conclusions 

are: 

▪ The influence of an external observer

significantly increases delay and packet

loss [15]. Traffic asymmetry substantially alters

the topology of information interaction [16].

▪ Quantum entanglement entropy can be used to

detect changes in network dynamics [24].

These results can be applied to improve network 

performance and security, particularly in quantum 

communications and adaptive routing systems. The 

findings also suggest that tensor models could be 

further extended for optimizing real-world 

telecommunications infrastructure [21]. 
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5 PRACTICAL APPLICATIONS 

(INTEGRATED) 

The quantum field tensor model proposed in this 

paper has several potential practical applications 

within telecommunications networks. 

Firstly, it can be utilized for network performance 

analysis. Tensor analysis allows for the identification 

of complex correlations within network traffic, 

indicating bottlenecks or inefficiencies. For example, 

the metric tensor can evaluate delays and packet loss, 

while the torsion tensor can analyze traffic 

asymmetry. 

Secondly, it can enhance network security. The 

quantum field approach detects anomalies suggesting 

malicious activity. Sudden changes in the curvature 

tensor might signify a DDoS attack or intrusion. 

Thirdly, it can optimize network routing and 

resource allocation. Tensor analysis discovers 

optimal routes and allocates resources efficiently. For 

example, it enables dynamic routing based on 

network load. 

Fourthly, it can contribute to quantum 

communication protocol development. The quantum 

field approach describes complex quantum effects, 

enhancing security and efficiency. 

To realize these applications, further research is 

needed, including algorithm development for tensor 

data analysis and real-world network simulations and 

experiments. 

6 DISCUSSION 

This work advances the application of quantum field 

theory to telecommunication networks by introducing 

a tensor model based on Lie groups SU(2)/U(1). This 

model aims to simulate the nuanced interactions 

between network objects under the influence of an 

external observer, drawing parallels with 

fundamental interactions in quantum physics. 

The current landscape of networking technologies 

exhibits a growing interest in tensor modeling for 

analyzing information flows, reflecting a trend seen 

in quantum physics where symmetry and 

entanglement entropy are pivotal. The ability to 

represent internal network asymmetries using a 

torsion tensor within a Euclidean complex space, as 

demonstrated in Section 4, highlights the potential of 

this approach. 

However, the challenge of integrating internal 

network dynamics with external observer influences, 

represented by the curvature tensor, remains a 

significant hurdle. This mirrors the complexities of 

unifying gravity with other fundamental forces in 

quantum physics, suggesting a deep commonality in 

the underlying mathematical structures. 

Addressing this challenge may necessitate the 

development of a vector space capable of 

accommodating both positive and negative vector 

lengths, requiring a refinement of the classical scalar 

product concept. Additionally, a shift towards open 

system models, which account for external 

environmental impacts, might offer a more 

comprehensive framework for analyzing network 

behaviors.  

7 CONCLUSIONS 

This research's primary achievement is the 

development of a quantum field tensor model for 

anisotropic telecommunications networks, leveraging 

Lie groups SU(2)/U(1). This model pioneers a novel 

approach to simulating binary object interactions 

under weak third-party observation, effectively 

bridging the gap between information processes in 

networks and elementary particle interactions in 

quantum physics. 

The statistical analysis conducted in this study has 

validated the effectiveness of the proposed tensor 

model in identifying key characteristics of 

information flows within telecommunications 

networks. Specifically, we have demonstrated that: 

▪ The influence of an external observer

significantly increases packet delay and loss,

confirming the sensitivity of network dynamics

to external factors.

▪ Traffic asymmetry notably alters the topology of

information interactions, demonstrating the

model's capability to reflect anisotropic

relationships.

▪ Quantum entanglement entropy can be utilized

to detect changes in network dynamics, opening

prospects for applying quantum concepts in

network monitoring and management.

These results have significant implications for 

enhancing network performance and security, 

particularly in the context of quantum 

communications and adaptive routing systems. The 

findings also suggest that tensor models can be 

further expanded to optimize real-world 

telecommunications infrastructure. 

While the model represents a substantial 

theoretical advancement, it also points to areas 

requiring further exploration. The integration of 
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internal and external network anisotropies, along with 

the development of suitable vector spaces and open 

system models, are crucial for enhancing the model's 

applicability. 

Future research will focus on unifying the model 

of open information networks with physical quantum 

systems based on group theory. Our aim is to refine 

the model's capabilities and explore its practical 

implications in real-world scenarios, with a particular 

emphasis on developing algorithms for real world 

implementation. 
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Abstract: Forest degradation is an ongoing global issue, with significant environmental impacts that necessitate efficient
monitoring and management. This paper presents a simple yet effective method for detecting forest degra-
dation using freely available Sentinel-2 satellite data and an anomaly detection approach. The aim of this
study was to develop an accessible and reliable technique that could match the performance of more complex
algorithms while using minimal computational resources. The research focused on spectral bands with 10-20
m resolution and vegetation indices (NDVI, NDMI, GCI, PSSRa) to analyze forest damage in the Harz region.
The method involved identifying anomalies in the spectral data relative to randomly selected reference points
from healthy forest areas, which were verified with high-resolution imagery from Google Earth Pro. The
results demonstrated that specific Sentinel-2 bands, particularly B3 and B5, were the most informative for de-
tecting damaged forests, while vegetation indices were less effective. By analyzing anomalies in these bands,
we successfully tracked forest degradation from 2020 to 2024, revealing a significant increase in damage be-
tween 2020 and 2021, with a total of 68.1 thousand hectares of forest lost by 2024. The theoretical relevance
of this study lies in the development of a cost-effective and straightforward method for forest monitoring,
while the practical relevance is evident in its potential for large-scale forest management and conservation.
This method provides an efficient tool for monitoring forest health with minimal data requirements and com-
putational effort, offering a promising solution for forest managers and conservationists worldwide.

1 INTRODUCTION

Healthy forests maintain ecosystem balance, purify
the air, and provide economically important resources
for people. However, forests constantly face nu-
merous threats, such as diseases, pests, illegal log-
ging, and climate change, which jeopardize their ex-
istence. The forested area of the Harz Nature Park in
Germany, for example, has decreased by over 47%
from 2001 to 2023, largely due to global warming
and poor forest management practices, according to
Global Forest Watch estimates [1]. Therefore, it is
crucial to regularly monitor forest health to identify
issues promptly and take necessary actions for their
preservation.

Traditional forest monitoring methods, including
visual inspections, are limited and labor-intensive, of-
ten failing to detect problems in a timely manner, es-

pecially in remote or hard-to-reach forest areas. For-
est rangers may miss signs of tree diseases or ille-
gal logging, making it difficult to respond quickly to
threats.

In contrast to traditional methods, Earth obser-
vation satellites are an effective tool for monitoring
forests over large areas [2]. They allow for real-
time collection of detailed information on vegeta-
tion health, soil moisture, surface temperature, and
other parameters. Satellite data is successfully ap-
plied for monitoring the consequences of natural dis-
asters [3, 4] and human-induced impacts [5], detect-
ing damage in agricultural fields [6], etc. Satellite im-
agery can quickly identify changes in forest cover, as-
sess tree health [4], detect illegal logging [7, 5], pest
activities [8, 9], and identify other violations. Addi-
tionally, satellite imagery enables long-term analysis
of forest dynamics [4, 10], helping to predict future
issues and take timely measures.
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Various methods are used to detect forest damage
through satellites, including monitoring vegetation in-
dices such [11, 12], time series analysis [13, 4, 10],
and machine learning algorithms [14, 15], includ-
ing convolutional neural networks or transformers
[7, 16, 17]. While these methods are effective in de-
tecting changes in forests, they often require large
amounts of data and computational resources, and
may need significant processing time.

In our study, we aim to develop a simple and rapid
algorithm for accurately detecting forest damage and
diseases with minimal data, time, and resource con-
sumption, while maintaining high accuracy compared
to deep learning methods. By using free Sentinel-2
satellite imagery, we will create an efficient tool for
forest monitoring that allows for rapid responses to
changes, even with limited resources and large areas.

2 DATA AND MATERIALS

2.1 Study Area

For our study, we selected the protected areas of the
Harz Natural Park (Fig. 1), located in central Ger-
many at the border of Thuringia and Saxony-Anhalt.
Selected area covers 2,756 km², most of which is cov-
ered by forest. However, due to adverse weather con-
ditions, including droughts, storms, and pest activity,
the Harz forest has suffered significant damage in re-
cent years [1].

Figure 1: Study area.

To delineate the area of interest, we utilized vector
data of Germany’s protected areas provided by Pro-
tected Planet [18].

To distinguish forested areas from other land
cover types, we employed the 2020 forest map with
a spatial resolution of 10 meters, created based on

Sentinel-2 imagery with support from the Joint Re-
search Centre and the European Commission [19].

Consequently, 2020 was selected as the starting
point for our study, focusing on identifying areas that
have experienced deforestation or contain weakened
and diseased forests since that time.

2.2 Satellite Data Used

To detect forest damage and diseases (unnatural veg-
etation decline), we used free Sentinel-2 satellite har-
monized data, available with an update frequency of
approximately five days from 2017 to the present.

The Sentinel-2 satellite has 13 spectral bands, in-
cluding four bands at 10 meter resolution, six bands
at 20 meter resolution, and three bands at 60 meter
resolution. For our study, we will focus only on the
bands with spatial resolutions of 10 and 20 m because
bands with lower resolutions, such as those at 60 m,
would not provide the level of detail necessary for our
analysis of forest damage and disturbances.

For each year from 2020 to 2024, we selected a
time series of images from the months of late spring
and early summer (May–June), as trees are actively
vegetating during this period. We masked clouds us-
ing Sentinel-2 Cloud Probability data with a cloudi-
ness threshold of 20%. A composite was constructed
from the cloud-free images, assigning each pixel the
median reflectance value.

Additionally, as an extra source for validating the
obtained results, we used open high-resolution im-
agery available for viewing in Google Earth Pro.

3 METHODOLOGY

To detect forest damage and diseases, we propose
an anomaly detection method that identifies unusual
or unexpected patterns in satellite imagery, deviating
from typical forest conditions.

To assess the effectiveness of the proposed ap-
proach, we will analyze both individual Sentinel-2
spectral bands (Table 1) and their combinations —
commonly used vegetation indices for forest mon-
itoring [20] (Table 2). Specifically, the study will
evaluate indices such as Normalized Difference Veg-
etation Index (NDVI), Green Normalized Difference
Vegetation Index (GNDVI), Normalized Difference
Moisture Index (NDMI), Green Chlorophyll Index
(GCI) and Plant Senescence Stress Reflectance Index
(PSSRa), along with spectral bands with spatial reso-
lutions of up to 20 m, which can provide insights into
vegetation changes.
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Table 1: Sentinel-2 spectral bands used.

Band Spacial
Resolution (m) Wavelength (nm) Description

B2 10 490 Blue
B3 10 560 Green
B4 10 665 Red
B5 20 705 Red Edge 1
B6 20 740 Red Edge 2
B7 20 783 Red Edge 3
B8 10 842 NIR
B8a 20 865 Narrow NIR
B11 20 1610 SWIR1
B12 20 2190 SWIR2

Table 2: Vegetation indices used.

Vegetation
index Formula Application

NDVI B8−B4
B8+B4

Vegetation health, density,
and photosynthetic activity.

NDMI B8−B11
B8+B11

Monitoring vegetation and
soil moisture, drought
assessment.

GCI B9
B3 −1 Chlorophyll content

estimation.

PSSRa B7
B4

Detection of vegetation
stress and senescence.

First, we select several areas with damaged
forests, identified using freely available high-
resolution imagery from Google Earth Pro dated
26.06.2023.

We randomly select n points for healthy forest
and n points for damaged forest across different ar-
eas. Then, using Sentinel-2 image for the correspond-
ing date, we calculate the average values within the
spectra of the studied bands and vegetation indices
separately for pixels of healthy and damaged forest
(1, 2). Based on the values obtained, we calculate
the relative difference between the average values of
healthy and damaged forest pixels in different spectra
(3) and thus identify the most sensitive spectra as the
bands/indices with the highest relative difference.

Meanh =
1
n

n

∑
i=1

Vh(xi,yi) (1)

Meand =
1
n

n

∑
i=1

Vd(xi,yi) (2)

RelDi f f =
Meanh −Meand

Meanh

(3)

where Vh(xi,yi) and Vd(xi,yi) are the pixel values for
healthy and damaged forest at positions (xi,yi).

In addition, we visually assess which spectral
bands or indices are the most informative for detect-
ing forest damage.

Once these indicators are identified, we apply the
following approach:

1) Defining reference areas.
Randomly select n points of healthy forest to
calculate the reference spectral characteristics,
against which anomalies will be detected.

2) Sampling and averaging spectral values.
We extract pixel values from selected points
and calculating the average value of these pix-
els for each band or index.

3) Detecting anomalous areas.
We use (4), where anomalies are defined as
pixels with values differing from the average
healthy forest by more than a threshold coeffi-
cient (k), which we set as 10%, in the studied
spectrum (band or index).

Anomalyi =

{
1, if |Vpi −Vhi |> k ·Vhi

0, otherwise
(4)

where Vp is the value of the pixel in the stud-
ied spectrum i, Vh is the average value of the
healthy forest pixels, k is the threshold coeffi-
cient, set to 10%.

4) Combining detected anomalies across dif-

To reduce false-positive results, we combine
anomalies from the bands/indices that are most
sensitive to forest damage. Thus, areas with
anomalous values in all spectra simultaneously
are classified as damaged or diseased
forest (5):

Forestdamage = ∏Anomalyi (5)

4 RESULTS

4.1 Determining the Most Informative
Spectral Data of Sentinel-2 for
Detecting Forest Damage

Figure 2 presents an image of a selected area of in-
terest from June 2023 in ultra-high resolution from
Google Earth Pro (Fig. 2a) and in high resolution
from Sentinel-2 (Fig. 2b). This area was chosen to
visually illustrate the appearance of damaged forest
patches in different spectral ranges of Sentinel-2.

Figure 3 displays this area in various spectral
bands of Sentinel-2, while Figure 5 shows its repre-
sentation through vegetation index spectra.

From Figure 5, it is evident that damaged areas are
most clearly distinguishable in spectral bands B2, B3,
B4 (10 m) and B5, B11, B12 (20 m). Other bands

ferent spectra.
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do not provide such effective visual identification of
damaged forests.

Figure 2: Sample area with damaged forest, coordinates:
51°48’41.68” N, 10°51’06.94” E.

Figure 3: Sample area in the spectrum of the Sentinel 2
bands.

The bar chart in Figure 4 presents a numeri-
cal comparison of the mean values of the bands for
healthy and damaged forest areas, while the line graph
represents the relative difference between these val-
ues. Notably, for all bands, the pixel values of dam-
aged forests exceed those of healthy forests. The

largest discrepancies are observed in bands B3 (-40%)
and B5 (-49.7%), making them the most informa-
tive spectral bands for detecting forest damage using
Sentinel-2 data.

Figure 4: Histogram of average pixel values of Sentinel-2
bands for healthy and damaged forest.

Figure 5: Sample area in the spectrum of the Sentinel 2
vegetation indices.

Regarding vegetation indices, visual analysis of
the images (Fig. 5) indicates that they are not suf-
ficiently effective for clearly distinguishing between
pixels of healthy and damaged forests. However, nu-
merical analysis reveals that the vegetation index val-
ues for damaged forests are significantly lower than
those for healthy forests, particularly for GCI (-47%)
and PSSRa (-21.4%) (Fig. 6). Nevertheless, due to the
low visual separability of damaged forest areas from
healthy ones using vegetation indices, we decided to
focus solely on spectral bands B3 and B5.
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Figure 6: Histogram of average pixel values of Sentinel-2
vegetation indices for healthy and damaged forest.

Thus, for further analysis and detection of dam-
aged forests, we will utilize the intersection of anoma-
lies identified in bands B3 and B5.

4.2 Identifying Damaged Forest Areas
Through Anomaly Detection

Figure 7 shows an example of detecting damaged
forest areas using the proposed approach based on
anomaly analysis in spectral channels B3 and B5. As
shown in the figure, the combination of anomalies de-
tected in these channels allows for clear differentia-
tion between healthy and damaged forest areas, al-
most without missing any damaged areas and mini-
mizing the number of false positives.

Figure 7: Example of detecting damaged forests. Coordi-
nates: 51°34’59.36” N, 10°59’47.50” E.

By applying this method, we evaluated the dy-
namics of forest damage from 2020 to 2024 (Fig. 8)
and calculated the areas of degraded land.

As seen in Figure 9, the area of damaged for-
est sharply increased between 2020 and 2021 (from
25.13 to 49.41 thousand hectares) and continues to
grow each year, although the rate of increase is slow-
ing. The highest concentration of degraded forest is
observed in the central and western parts of the Harz,
in the regions of Thuringia and Lower Saxony, while

to the east, in Saxony-Anhalt, the extent of the dam-
age is smaller. As of 2024, the total area of degraded
forest in the Harz amounts to 68.1 thousand hectares.

Figure 8: Detected damaged forests on the territory of the
Harz, 2020-2024.

Figure 9: Dynamics of changes in the area of degraded
forests in the Harz, 2020-2024.

5 CONCLUSIONS

In this study, we proposed a simple method for detect-
ing degrading forests based on free Sentinel-2 satellite
data and an anomaly detection approach, analyzing
the forest areas in the Harz region. We examined in-
dividual Sentinel-2 channels with spatial resolution of
10-20 m and four vegetation indices—NDVI, NDMI,
GCI, and PSSRa—on test plots with damaged forest,
using high-resolution imagery from Google Earth Pro
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(2023) as auxiliary data for verification. It was found 

that specific Sentinel-2 spectral channels were more 

effective for detecting degrading forests than 

vegetation indices. The most informative Sentinel-2 

channels were identified as B3 (green) and B5 (red 

edge 1), with B4 and B12 also proving to be useful.   

By defining anomalous pixel values in the B3 and 

B5 channels relative to randomly selected reference 

areas (healthy forests), we successfully detected 

damaged forest areas with high accuracy and minimal 

time, data, and computational resource costs. Using 

the developed method, we were able to track the 

dynamics of forest loss in the Harz region and 

calculate the areas of damage. It was determined that 

the largest losses occurred between 2020 and 2021 

(approximately 24.27 thousand hectares of forest 

were lost), after which the trend gradually slowed 

down, though it remained negative. By 2024, the total 

loss of forest in the Harz region amounted to 68.1 

thousand hectares.  

Thus, this study demonstrates that anomaly 

detection in Sentinel-2 imagery can serve as an 

effective, cost-efficient method for monitoring forest 

degradation, enabling the assessment of forest loss 

over time and providing valuable information for 

forest management and conservation efforts. The 

method can be adapted to other regions, facilitating 

broader applications in forest health monitoring. 
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Abstract: Image edge detection is a vital process in various applications, such as medical image analysis, computer 

vision, and security systems. Several models were proposed to determine image edges. However, each method 

has some limitations in finding the best edges, such as choosing the ideal parameters or the presence of noise. 

New techniques, such as nature-inspired optimization, have emerged as a promising approach in several 

domains. These techniques may have the potential to provide advanced capabilities to improve the image edge 

detection process.  A metaheuristic model such as the Bat algorithm may offer appropriate parameters for the 

edge detection algorithm. Therefore, the primary focus of this study is to build a new hybrid model that 

integrates the Bat algorithm and Canny filter to enhance the output of image edge detection process. To 

achieve the goal of this study, the hybrid model has been applied to JPG images.   Notable improvements in 

edge detection were observed during the application of the proposed system on the tested images compared 

to the traditional Canny algorithm.    The improvement rate in the performance of the proposed system reached 

30%. It was concluded from this study that modifying the parameters of the Canny filter using the proposed 

dynamic model leads to optimizing the image edge detection processes. Therefore, integrating other 

algorithms, such as deep learning techniques, is recommended to study the parameters and performance of 

edge detection operators. 

1 INTRODUCTION 

In the applications of computer vision and image 

processing, edge detection is considered an essential 

step in image interpretation[1]–[3]. Although 

traditional edge detection methods offer acceptable 

performance, they face some limitations.  The main 

difficulty is identifying the correct and closed edges. 

For this reason, several algorithms were proposed for 

identifying image optimal edges [4][5]. 

Methods that process images to detect edges are 

divided into two groups: 1) The first group does not 

use prior knowledge about the scene or image.  This 

type is limited to the image to be examined and is 

based on the local processing of neighbouring pixels. 

For example, the Canny operator is one of the most 

popular edge detection methods [4], [6]. This 

algorithm consists of several stages, including image 

smoothing, gradient calculation, non-maximal peak 

suppression, and hysteresis concatenation. 2) The 

second group uses prior knowledge about the edges 

of the image. The most common techniques in this 

field are the algorithms inspired by nature, that is 

called optimization algorithms. This group of 

techniques is used to find the optimal values of the 

basic parameters to increase the system's efficiency.  

Traditional edge detection models provide 

efficient results for limited purposes. However, these 

methods have difficulty in dealing with noise or 

enhancing edges in some complex cases. For 

example, the effectiveness of the Canny algorithm 

depends on the selection of appropriate parameters, 

such as the upper and lower thresholds [5], [7], [8]. 

The Canny filter is very sensitive to the choice of 

these parameters, especially when the selection of 

these parameters is human intervention, which may 

lead to the loss of some essential edges of the 

image.[9], [10].  

Optimization algorithms can analyze the problem 

to find optimal values for the system parameters [11], 

[12]. Therefore, optimization algorithms are widely 

used to overcome such problems. The Bat algorithm 

is an ideal search model inspired by the echolocation 

behavior of bats[13]. This algorithm is based on the 

principle of searching for the best solutions in a way 

inspired by nature. This algorithm is characterized by 

its ability to explore the solution space efficiently and 
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search for optimal solutions in a way similar to 

nature.  

This paper aims to present a new hybrid model 

based on the Bat algorithm and the Canny filter to 

enhance the image edges detection processes. The 

proposed model was applied to 100 different images, 

and the results were compared with the edges 

detected using the regular Canny filter. The ground 

truth file for each tested images and metrics such as 

Structural Similarity Index Measure (SSIM) and Dice 

Similarity Coefficient (Dic) were used to measure 

system efficiency.  

2 MATERILAS AND METHOD 

2.1 Image Dataset  

The dataset contains 100 color JPG images. Each 

image has a corresponding image containing the real 

edge data (ground truth data).  The images varied 

between natural scenes, objects, and complex 

backgrounds, making them suitable for testing edge 

detection algorithms.    

2.2 The Proposed Model 

The following steps were followed to implement the 

proposed model: 

1) Upload the image and convert it to grayscale.

2) Apply a Canny filter to extract raw edges from

the image. Basic Canny parameters (minimum

and maximum) were determined to obtain the

edges.

3) Refine edges using the Bat algorithm. The Bat

algorithm determines the optimal Canny

parameters (low and high threshold) that

provide the best performance in edge detection.

4) Evaluate the models using SSIM and Dice

metrics to measure the edge-detected

performance of the proposed hybrid model

compared to the Canny algorithm using ground

truth data as a reference.

Figure 1 illustrates the workflow of the proposed 

hybrid model. 

2.3 The Mechanism of Bat Algorithm 

Micro bats use echolocation to find food, navigate 

barriers, and roost. The Bat algorithm uses this 

information to create its mechanism [14]. Micro bats 

move around an octave using brief, frequency-

modulated sounds ƒ, with pulse emission rates 

accelerating when homing on prey. The Bat 

algorithm's foundation is based on three principles. 

1) All bats use echolocation in some magical way

to perceive background barriers, distance, and

the distinction between food and prey.

2) Bats fly randomly with velocity υᵢ, frequency f,

and loudness Aₒ to find prey. They can change

the frequency and wavelength of their pulses as

they come closer to their target, allowing them

to change their speed appropriately.

3) We suppose that the loudness extends from a

significant positive Aₒ to a minimal constant

value Ami, regardless of many conceivable

fluctuations.

Figure 1: The proposed system diagram. 
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At iteration t, each bat is linked to a location 𝑥𝑖
𝑡and

a velocity 𝑣𝑖
𝑡in a d-dimensional search or solution

area. Right now,  𝑥∗is the best solution out of all the 

bats. As seen below, the locations  𝑥𝑖
𝑡and velocities

𝑣𝑖
𝑡can thus be found by translating the three rules

mentioned above: 

 𝑓𝑖 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝛽, (1) 

𝑣𝑖
𝑡 = 𝑣𝑖

𝑡−1 + (𝑥𝑖
𝑡−1 − 𝑥∗)𝑓𝑖. (2) 

𝑥𝑖
𝑡 = 𝑥𝑖

𝑡−1 + 𝑣𝑖
𝑡. (3) 

where a random vector β ϵ [0,1] is selected from a 

uniform distribution. As was previously noted, 

relying on the field size of the issue relevant, we will 

employ either wavelengths or frequencies for 

implementation; fmin = 0 and fmin = 1. First, a 

uniformly chosen frequency from [fmin, fmax] is 

assigned to each bat at randomly.  This makes the bat 

method a frequency-tuning algorithm that offers a 

well-balanced mix of exploitation and exploration. 

According to [15], [16], Loudness and pulse emission 

rates allow automatic management and auto-zooming 

into prospective solutions. A random walk with direct 

exploitation is used in the local search that modifies 

the current optimal solution in line with the equation: 

𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑 + 𝜕𝐴𝑡, (4) 

where Aᵗ is the average loudness of all the best at this 

time step, and ∂ ϵ [-1,1] is a random value.  

2.3.1 Differences in Loudness and Pulse 
Rates 

To regulate exploration and exploitation stages, we 

must adjust loudness and pulse emission rate during 

iterations. If Amin = 0, loudness can be set between 

Amin and Amax, as loudness drops after finding prey and 

pulse emission increases. Assuming these things, we 

have: 

𝐴𝑖
𝑡+1 = 𝛼𝐴𝑖

𝑡 , (5) 

and 

𝑟𝑖
𝑡 = 𝑟𝑖

𝑜 [1 − exp(−𝛾𝑡)], (6) 

where α and ϒ are constants. The loudness at iteration 

t, initial pulse emission rate  𝑟𝑖
𝑜, and cooling factor α

are used to calculate the pulse emission rate at 

iteration t, with 0 < α < 1 and ϒ > 0. [15]–[17].  

2.4 Study Evaluation Metrics 

In this study, two metrics were used to analyze the 

quality of the proposed model. The first one is the 

Structural Similarity Index Measure (SSIM). This 

measure is used to analyze the quality of images or 

videos by comparing the structure of the original 

image with a reference image (ground truth) [18]. The 

SSIM is computed using the following equation: 

 𝑆𝑆𝐼𝑀(𝑎, 𝑏) =
(2𝜇𝑎𝜇𝑏+𝑐1)(2𝜎𝑎𝑏+𝑐2)

(𝜇𝑎
2+𝜇𝑏

2+𝑐1)(𝜎𝑎
2+𝜎𝑏

2+𝑐2)
 , (7) 

where 𝝁𝒂 and 𝝁𝒃  are the average values of

images a and b respectively. The contrast 

between images a and b is illustrated in 

𝝁𝒂 and 𝝁𝒃 respectively.  C values are constant to

prevent division by zero.  
The second metric is the Dice Similarity 

Coefficient (Dice).  This metric is used in the field 

of image processing to evaluate the similarity 

between two image data, especially in the edge 

detection process. The mathematical 

representation of this measure is shown below: 

𝐷𝑖𝑐𝑒 =  
2|𝐴 ∩ 𝐵|

|𝐴| + |𝑌|
 , 

(8) 

Where A and B are the set of points in the original 

image and ground truth image respectively.  The 

number of similar points between the two images is 

represented by  𝐴 ∩ 𝐵 

3 RESULTS AND DISCUSSION 

Figure 2a shows the original image after converting it 

to grayscale format. Figure 2b shows the traditional 

Canny results, and Figure 2c  presents the results of 

Canny after optimizing its parameters using the Bat 

algorithm. In addition, this Figure presents the ground 

truth image which is related to the original image as 

shown in Figure 2d. The comparison between Canny 

model and the hybrid model results was performed by 

studying the values of SSIM and Dice metrics based 

on the ground truth image as a reference for 

measurement.  Therefore, from this Figure, one can 

notice that the proposed model achieved higher SSIM 

and Dice values compared to the traditional canny 
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Figure 2: Enhancing image edges detection using the Bat hybrid model with Canny filter. (a) Original image (b) Canny result 

(c) Hybrid model result (d) Ground Truth image.

model. The hybrid model provides more accurate 

edges in important areas, which may improve 

performance in applications such as computer vision. 

In addition, it is clear from Fig. 2 that the hybrid 

model provides more accurate details than the 

traditional model, especially within the main regions 

of the image. 

Table 1 provides the SSIM and Dice metrics 

values of Canny algorithm and the proposed hybrid 

model for 10 images.  From this table, we can observe 

that the performance results of our hybrid model 

outperformed the canny algorithm regarding SSIM 

and Dice values.  

Table 1: Performance analysis of the hybrid model 

compared to the Canny filter using SSIM and Dice metrics 

for 10 images. 

Image 

no. 

canny Hybrid (canny + Bat 

alg.) 

SSIM Dice SSIM Dice 

1 0.3447 0.0392 0.5036 0.0477 

2 0.7777 0.0866 0.8868 0.1445 

3 0.4374 0.0514 0.0672 0.0803 

4 0.6546 0.0442 0.7562 0.0502 

5 0.6448 0.0757 0.7879 0.1524 

6 0.6321 0.1157 0.7967 0.1875 

7 0.3442 0.0901 0.5934 0.1422 

8 0.5115 0.0700 0.8538 0.2113 

9 0.7582 0.1411 0.8755 0.2531 

10 0.4784 0.0146 0.6851 0.0918 

In all cases, the hybrid algorithm achieved higher 

SSIM values, indicating that the extracted edges are 

more similar to the ground truth image.  Furthermore, 

the values increased in most images, indicating a 

reduction in the differences between the extracted 

edges and the real edges. In contrast, Some images 

showed only slight improvement (e.g. Figure 2c 

and 2d), which may mean that the algorithm may 

need to adjust some parameters to handle different 

types of images.  

It can be said that the hybrid algorithm is better in 
the case of applications that require high accuracy in 
identifying edges. Therefore, in medical image 
analysis, the hybrid method can be better because it 
provides finer edges, which makes it easier to detect 
tumors or different tissues. In contrast, in image and 
video surveillance, the method may help improve the 
detection of objects or subtle movements.  

Based on the experiments performed on the test 
images, it was found that the algorithm provided high 
performance and achieved high index values when 
applied to images with uniform backgrounds and low 
contrast, where the edges are clearer and less 
complex. Therefore, the proposed algorithm can be 
applied to images with blurry backgrounds such as 
images taken with wide aperture cameras. The 
algorithm can also be applied to images with objects 
that stand out clearly from the background such as 
wildlife photographs or products displayed on a 
uniform background, document and drawing scans – 
where the background is white or of a uniform color 
with prominent lines, and medical imaging images 
(such as X-rays or MRIs) especially when there is 
significant contrast between tissues.  

Figure 3(a) shows a comparison view of SSIM 
values between Canny filter and the hybrid model 
(Canny + Bat Algorithm) across 100 images. Form 
this Figure, one can observe that the hybrid model 
achieved higher SSIM values than the traditional 
Canny for all tested images. This indicates that the 
extracted edges using the hybrid model are closely 
matched to the ground truth compared to the Canny 
filter. Therefore, these results demonstrate the 
efficiency of the proposed system in reducing noise 
and improving the detection of image edges when 
compared with the traditional Canny filter. 

In contrast, Figure 3(b) shows accuracy edge 
detection result of Canny and the hybrid model using  
the Dice metric. From this figure, it is clear that the 
proposed hybrid system achieved higher Dice values 
than the Canny filter. This findings indicate that the 
hybrid system achieved more accurate edges that are 
close to the original image edges. 
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Figure 3:  Evaluation metrics  results. (a) SSIM values and (b) Dice values. 

4 CONCLUSIONS 

A hybrid model to optimize Canny parameters using 

the Bat algorithm to improve the image edge 

detection process was presented in this paper. The 

statistical metrics used in this study showed that the 

hybrid model outperformed the Canny algorithm in 

detecting image edges. The study confirmed that 

choosing the Canny filter parameters automatically 

contributes significantly to improving the filter 

efficiency compared to the fixed parameters that are 

pre-determined for the traditional filter operation. 

According to this finding, the hybrid model is useful 

in applications that require high accuracy such as 

medical computer vision or security systems. 

Furthermore, the proposed model of this study can be 

used in other applications that require more accurate 

edge detection, such as autonomous robotics or 

advanced medical data analysis. Finally, algorithms 

such as deep learning can be integrated to study edge 

detection performance.  
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Abstract: Modern dynamic systems, such as transportation networks and IoT infrastructures, generate massive volumes 
of interrelated temporal data represented as temporal graphs. Conventional methods – like clustering, 
statistical thresholds, and classical time series analysis – often fail to account for the spatial-temporal 
dependencies inherent in these systems, leading to high false positive rates or missed complex anomalies. In 
this paper, we propose a novel anomaly detection approach that combines Temporal Graph Neural Networks 
(TGNN) with Autoencoders. The method utilizes TGNN to extract robust node representations by capturing 
both local connectivity and temporal evolution, while an autoencoder is trained to reconstruct normal node 
behavior. Anomalies are subsequently identified through significant reconstruction errors, which serve as 
indicators of deviations from typical patterns. Experimental evaluations on the real-world PeMSD7 dataset 
demonstrate that the proposed TGNN + Autoencoder method improves detection accuracy by 17.33% 
compared to traditional methods, reduces false positives by 4.71%, and achieves a 6.02% higher F1-score 
relative to using TGNN or autoencoder individually. These results underline the practical relevance of our 
approach for real-time monitoring of transportation networks, while also contributing theoretically to the 
integration of spatial and temporal features in anomaly detection.

1 INTRODUCTION 

Dynamic network systems such as transportation 

networks, the Internet of Things (IoT), financial 

markets, and cybersecurity generate vast amounts of 

interconnected temporal data. For example, 

according to Statista (Fig. 1), the number of IoT 

devices in the world is projected to reach 39.6 billion 

by 2033 [1]. 

Figure 1: Number of IoT devices by 2033 [1]. 

Data generated by such devices form dynamic 
graph structures with nodes and edges that change 

over time. Anomalies in these networks may indicate 
transport congestion, IoT failures, financial fraud, or 
cyberattacks, making early detection critical to 
prevent accidents, inefficiencies, or financial losses. 
However, traditional methods like clustering, 
statistical thresholding, and machine learning have 
significant limitations – they often ignore the inherent 
graph structure needed to capture complex network 
dynamics [2], lack adaptability as approaches such as 
One-Class SVM or Isolation Forest require pre-
training and fail to accommodate new patterns [3], 
and rely on fixed thresholds that lead to high false 
positive rates in dynamic environments [4]. Thus, 
new adaptive approaches that consider both temporal 
and structural dynamics of graphs are essential for 
more accurate anomaly detection. 

The remainder of the paper is organized as 

follows. Section 2 describes the methodology, 

detailing Temporal Graph Neural Networks and 

Autoencoders for anomaly detection Section 3 

reviews traditional methods for anomaly detection. 

Section 4 defines the problem addressed in this study. 

Section 5 details the proposed method of anomaly 

detection, which combines Temporal Graph Neural 

Networks with Autoencoders. Finally, Section 6 

presents the experimental results. 
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2 METHODOLOGY 

The use of Graph Neural Networks (GNN) has 

significantly improved the analysis of graph data, 

allowing the creation of deep representations of nodes 

and edges. However, standard GNNs do not take into 

account temporal dependencies. Therefore, Temporal 

Graph Neural Networks (TGNNs) were proposed for 

dynamic systems (Fig. 2), which take into account the 

evolution of graphs over time [5]. Autoencoders 

(AEs) have proven themselves well in anomaly 

problems, especially in unsupervised learning 

(Fig. 3). AEs learn to reconstruct data, and nodes that 

have a high reconstruction error are considered 

anomalous [6]. 
Node: In TGNN, a node is a dynamic entity (e.g., 

a traffic sensor) in a temporal graph, representing 
time-varying data. Characteristic (Feature): These 
are the measurable, time-dependent attributes of a 
node, such as sensor readings or traffic speed. Latent 
Representation: A compact, low-dimensional 
encoding of a node’s features, capturing its essential 
spatial and temporal patterns. 

In this paper, we propose a method that combines 
TGNN with an AE for anomaly detection in temporal 
graphs. The approach creates latent representations of 
nodes using a TGNN trained to predict their states 
over time, then trains an autoencoder to reconstruct 
normal node states, with anomalies identified by high 
reconstruction error. 

Figure 2: Timestamp graph. 

TGNNs extend classical GNNs to process 
dynamic graphs by incorporating a temporal 
component. Unlike traditional GNNs, which model 
static node relationships, TGNNs update node states 
at each time step based on both neighboring nodes 
and historical information, often using recurrent 
mechanisms such as Gated Recurrent Units (GRU) or 
Long Short-Term Memory (LSTM) [7, 8]. 

The classical formula for updating the 
representation of a node in GNN is as follows: 

where: 

▪ ℎ𝑖
(𝑡)

– d-dimensional state vector of node i at time

t, where each element represents a specific 
feature (e.g., speed, traffic, etc.)., 

▪ N(i) – the set of neighbors of node i,

▪ 𝛼𝑖𝑗
(𝑡)

– the attention weight between nodes i and j

▪ W – a trainable weight matrix that performs a
linear transformation (projection) of the input
node features,

▪ σ – the activation function (for example, ReLU
or Sigmoid).

At each time step t, the state vector ℎ𝑖
(𝑡)

of node i

is computed by aggregating the state vectors of its 
neighbors N(i), weighted by the attention coefficients 

𝛼𝑖𝑗
(𝑡)

– determine the influence of each neighboring

node j on node i. They are typically computed using 
a small neural network to evaluate the "importance" 
of each neighbor, and then normalized (e.g., via 
softmax) so that the contributions sum to one. This 
mechanism enables the model to focus on the most 
relevant neighbors when aggregating information, 
effectively capturing complex spatial-temporal 
relationships. 

Figure 3: Autoencoder architecture. 

The encoder transforms the input data 𝑥𝑡 into a
compact representation [9] ℎ𝑡

ℎ𝑡= g(𝑥𝑡) 

where: 

▪ 𝑥𝑡 – the input data at time t,
▪ ℎ𝑡 – the hidden feature vector or compressed

representation of the data in the hidden space,
▪ g – the encoder function, which typically

includes several layers of neural networks (for
example, linear transformations or activation
functions).

102 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



The decoder reconstructs the input data �̂�𝑡 of the
hidden representation  ℎ𝑡, trying to recreate the
original input data: 

�̂�𝑡= f (ℎ𝑡) 

where: 

▪ �̂�𝑡 – the reconstructed output data for time t,
▪ f – the decoder function, which typically

includes several layers of neural networks to
reconstruct the output data from the compact
representation.

This transformation allows the autoencoder to 
reduce the dimensionality of the input data, 
preserving only the most important information about 
its structure and temporal dynamics. 

To train the autoencoder, we use the loss function 
(Mean Square Error (MSE)) L(𝑥𝑡, �̂�𝑡) = ||𝑥𝑡 - �̂�𝑡 ||.

When working on new data, if the model is unable 
to accurately reconstruct the input data, this may 
indicate anomalous changes in the graph. Therefore, 
an anomaly is defined as a large reconstruction error: 

The proposedmethod was tested on PeMSD7 - a 

real dataset of transport networks [10]. 

3 RELATED WORK 

Traditional time series techniques–such as ARIMA, 

Holt-Winters Exponential Smoothing, and Hidden 

Markov Models–model node changes over time and 

predict future graph states. Yet, they require 

transforming graph data into independent time series, 

resulting in lost structural information, high data 

requirements, and sensitivity to model 

parameters [12]. 

Clustering and machine learning methods (e.g., 

K-Means, DBSCAN, Isolation Forest, One-Class

SVM) also have been used to detect anomalies by

grouping nodes or identifying outliers. Their main

drawbacks are the need to manually set parameters

and the lack of temporal and relational context,

limiting their effectiveness in complex graphs [13].

In contrast, modern approaches leverage deep 

neural networks, particularly GNNs and TGNNs, 

which capture both spatial and temporal 

dependencies [14]. This work proposes a combination 

of TGNN with AEs: the TGNN models local and 

temporal connections, while the AE learns to 

reconstruct normal node patterns–nodes with high 

reconstruction error are marked as 

anomalous [15, 16]. 

This integrated approach significantly improves 

anomaly detection accuracy by reducing false 

positives and enhancing adaptability to new data. 

Table 1: Comparison of anomaly detection methods. 

Method Description Advantages Disadvantages 

Statistical Methods 

(Z-score, Grubbs' 

Test) 

An anomaly is defined as a deviation 

from the mean. Nodes or edges that 

significantly differ from the norm are 

labeled as anomalous. 

Simplicity, 

computational 

efficiency 

Does not consider graph 

structure, sensitive to noise 

Time Series 

Methods 

(ARIMA) 

Utilize time-series models to predict node 

behavior. Anomalies are flagged when the 

actual value substantially deviates from 

the predicted value. 

Perform well with 

periodic trends 

Do not account for structural 

changes, sensitive to 

parameters 

Clustering Methods 

(K-Means, 

DBSCAN) 

Nodes are clustered based on similarity, 

and those that lie far from the main 

groups are considered anomalous. 

Effective for 

group anomalies 

Require manual selection of 

cluster count, do not 

incorporate temporal data 

Machine Learning 

Methods (Isolation 

Forest, One-Class 

SVM) 

Models are trained on normal data and 

classify any deviation as anomalous (one-

class learning). 

Can operate 

without extensive 

manual parameter 

tuning. 

Unsuitable for dynamic 

graphs without adaptation 

GNN 

(Graph Neural 

Networks) 

Graph Neural Networks analyze structural 

relationships among nodes but do not 

account for temporal dynamics. 

Capture inter-node 

connections 

Do not model the time-

evolving behavior of nodes 
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According to the Table 1, we can conclude that 

traditional methods are insufficient for analyzing 

dynamic graphs because they do not take into account 

the graph structure and the temporal dynamics of 

changes. This limits their ability to effectively detect 

anomalies in complex networks where both spatial 

and temporal relationships are important. 

4 PROBLEM DEFINITION 

The paper addresses the challenge of detecting 

anomalies in temporal graphs representing dynamic 

systems (e.g., transportation networks) where 

traditional methods fail to capture the intricate 

spatial-temporal dependencies, leading to high false 

positives. The goal is to develop a TGNN-based 

approach combined with Autoencoders to accurately 

model node behavior over time and identify 

deviations via reconstruction errors.

5 PROPOSED COMPLEX 

METHOD OF ANOMALY 

DETECTION 

Before detailing our method, we define the research 

problem: given a temporal graph G = (V, E, X, T) –

where V are nodes (e.g., traffic sensors), E are time-

varying spatial connections, X are time-dependent 

features (e.g., speed measurements every 5 minutes), 

and T comprises historical data reflecting normal 

node behavior–the task is to identify nodes that 

deviate significantly from these expected patterns, by 

leveraging both local spatial relationships and long-

term temporal dependencies. 

This task involves analyzing the dynamic 

evolution of each node's state, which is influenced not 

only by its own historical data but also by the states 

of its immediate neighbors, as encoded by the 

adjacency matrix and attention coefficients. The 

challenge lies in integrating these local interactions 

with the long-term trends present in the node features 

over extended periods. To address this, the proposed 

method (Fig. 4) employs a TGNN to jointly capture 

spatial and temporal information, along with an AE to 

learn compact latent representations. Anomalies are 

then detected by identifying significant deviations in 

the reconstruction error, which signal abnormal 

behavior. 

Figure 4: Proposed complex method. 

This proposed IoT anomaly detection system 

operates through six key stages:  

1) Incoming IoT data (sensors, network events) are

converted into graph structures and transferred

to the Graph Database.

2) TGNN takes as input a graph, node

characteristics and timestamp history. It creates

graph embeddings to represent relationships in

the data.

3) Autoencoder receives these embeddings, tries to

reconstruct the original data.

4) Comparison of the original and reconstructed

data → reconstruction error is calculated.

5) If the error is high → anomaly is detected.

6) Anomaly deviation triggers an alert in the

Monitoring System (Grafana, Kibana).
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We designed our TGNN architecture using a 

three-layer A3TGCN model combined with a single-

layer GRU to efficiently capture both spatial and 

temporal dependencies in dynamic IoT networks. 

The model consists of three graph convolutional 

layers with 64 hidden units each, using ReLU 

activation and an attention-based aggregation 

mechanism to refine node representations by 

weighting the influence of neighboring nodes. The 

three-layer A3TGCN model was selected to ensure 

that nodes incorporate information from both direct 

neighbors and second-order connections, effectively 

modeling localized interactions in dynamic graphs. 

Increasing the depth beyond three layers resulted in 

diminishing improvements while increasing 

computational costs, making deeper architectures 

inefficient for real-time IoT applications. A shallower 

model, on the other hand, did not provide sufficient 

contextual information for anomaly detection. The 

use of attention-based aggregation further refines 

node representations, ensuring that structurally 

important nodes have a greater impact on anomaly 

detection. 

To model temporal dependencies, we integrate a 

single-layer GRU instead of more complex recurrent 

architectures like LSTM. GRUs provide a faster and 

more memory-efficient alternative to LSTMs while 

maintaining comparable performance in capturing 

long-term dependencies. Unlike simple RNNs, GRUs 

effectively retain relevant historical information 

while dynamically controlling memory updates, 

making them well-suited for large-scale, 

continuously evolving IoT networks. The 

combination of TGNN for spatial learning and GRU 

for sequential modeling allows the system to 

distinguish between normal fluctuations and true 

anomalies over time. 

Finally, a fully connected output layer maps the 

learned node embeddings to a single scalar value per 

node, indicating its predicted state. The model is 

trained using the Mean Squared Error (MSE) loss 

function, which evaluates the reconstruction error 

between predicted and actual states. 

The encoder network consists of three fully 

connected layers with 128, 64, and 32 neurons, each 

followed by a LeakyReLU activation function to 

introduce non-linearity while preserving small 

gradient updates for low-activation values. The final 

layer of the encoder maps the data into a latent space 

of 16 dimensions, providing a compressed 

representation of node embeddings while maintaining 

key structural and temporal information. 

  The decoder network mirrors the encoder, consisting 

of three fully connected layers (32, 64, 128 neurons), 

using LeakyReLU activation in the hidden layers and 

a linear activation in the final layer to reconstruct the 

original input. This symmetrical structure ensures 

effective reconstruction while preserving node-

specific features. 

    To improve generalization and prevent overfitting, 

we apply dropout (0.2 probability) and batch 

normalization after each hidden layer. The AE is 

trained using MSE loss, which quantifies the 

difference between reconstructed and actual node 

embeddings, helping the model learn normal patterns 

in graph data. 

    Correctly setting the threshold τ is crucial: too low 

increases false positives, while too high leads to false 

negatives. In this work, we adopt a quantile method 

that automatically adapts τ to the reconstruction error 

distribution by setting it at the 95th percentile. 

𝜏 =  𝑄95, 

where 𝑄95 is the value above which 5% of nodes with

the largest reconstruction error are located. This 

approach allows for dynamic detection of anomalies, 

reducing the risk of false positive detections, since the 

model adapts to changes in the graph structure and the 

dynamics of its nodes. 

The 95th percentile is chosen empirically 

because it reduces false positives by avoiding the 

misclassification of normal nodes, provides noise 

immunity by adapting to the specific error 

distribution rather than relying on a manually set 

threshold, and effectively captures rare events by 

identifying the top 5% of the most deviant nodes. To 

validate this choice, we performed a threshold 

sensitivity analysis, summarized in the table above. 

Selecting the 90th percentile increases recall to 0.88 

but significantly raises false positives due to lower 

precision. Conversely, the 98th percentile improves 

precision to 0.91 and reduces false positives, but 

recall drops sharply to 0.74, causing many anomalies 

to be missed. The 95th percentile offers the best 

balance between precision and recall with an F1-score 

of 0.88, ensuring both effective anomaly detection 

and a manageable false positive rate. 

Unlike fixed-threshold methods, the quantile 

approach adapts automatically to the graph's state: in 

stable conditions, the error distribution is narrow and 

τ is low, while significant changes adjust τ to new 

data. Our method captures the entire process in one 

formula: the state vector of node i at time t is 

computed by aggregating neighbor states (weighted 

by attention coefficients), transforming them via a 

trainable weight matrix and activation function, and 

then passing the result through an encoder-decoder to 
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reconstruct the original state. This entire process is 

encapsulated in the following expression: 

ℎ̂𝑡(𝑡) =  𝑓𝐷𝐸𝐶

(

𝑓𝐸𝑁𝐶 (𝜎(𝑊 ∑

𝑗∈𝑁(𝑖)

𝛼𝑖𝑗(𝑡)ℎ𝑗(𝑡 − 1) + 𝑏))

)

In this formulation, ℎ𝑖(𝑡) denotes the state vector

of node 𝑖 at time 𝑡, 𝛼𝑖𝑗(𝑡) represents the attention

coefficient reflecting the influence of neighbor 𝑗 on 

node 𝑖, and 𝑊is a trainable weight matrix that projects 

the aggregated features into a new space before 

applying the non-linear activation 𝜎. The functions 

𝑓𝐸𝑁𝐶 та 𝑓𝐷𝐸𝐶 correspond to the encoder and decoder

of the autoencoder, respectively, which learn a 

compact latent representation and reconstruct the 

original signal. 

𝐴𝑛𝑜𝑚𝑎𝑙𝑦(𝑖, 𝑡) = (||ℎ𝑖(𝑡) − ℎ̂𝑖(𝑡)||
2

> 𝜏).

The anomaly indicator is then determined by 

comparing the reconstruction error ||ℎ𝑖(𝑡) −

 ℎ̂𝑖(𝑡)||
2

 a threshold 𝜏; if the error exceeds 𝜏, the node

is flagged as anomalous. This compact representation 

captures the entire method's essence, seamlessly 

integrating spatial and temporal dynamics for 

effective anomaly detection. 

Variables and notation: 
▪ ℎ𝑖(𝑡)  − is the node representation from the

TGNN at time 𝑡;
▪ 𝑓𝐸𝑁𝐶 and 𝑓𝐷𝐸𝐶 −  are the encoder and decoder

functions of the autoencoder;
▪ 𝜎 – is an activation function (e.g., ReLU);
▪ 𝑊 and 𝑏 trainable parameters;
▪ 𝛼𝑖𝑗(𝑡) − represents the attention weight 

between node 𝑖 and its neighbor 𝑗; 
▪ τ – is the threshold for anomaly detection.

Thus, the proposed approach allows not only to

train high-quality representations of nodes in 

temporal graphs, but also to effectively identify 

anomalous nodes using the reconstruction error. The 

use of the quantile threshold selection method ensures 

the adaptability of the model, which allows avoiding 

problems associated with excessive sensitivity to 

noise in the data. The proposed method combines the 

advantages of TGNN in training representations with 

the advantages of the autoencoder in detecting 

deviations, which makes it an effective tool for 

analyzing anomalies in dynamic graphs. 

6 EXPERIMENT 

This section evaluates the proposed TGNN+AE 

method for anomaly detection on the PeMSD7 

dataset, which contains temporal graphs of a transport 

network (nodes = road sensors, edges = spatial 

connections). The goal is to detect traffic anomalies 

(e.g., accidents, congestion) by analyzing 

reconstruction errors and comparing results with 

traditional methods (Isolation Forest, One-Class 

SVM, K-Means). Traffic speeds were normalized 

using Z-score, and sequences of 24 previous values 

were used to predict the current state. The TGNN 

extracts spatiotemporal features, while the 

autoencoder compresses these into a latent space, 

with the 95th percentile of the reconstruction error 

used as the anomaly threshold. The experimental 

results show that the TGNN+AE method improves 

detection accuracy by 17.33%, reduces false positives 

by 4.71%, and increases the F1-score by about 6% 

compared to using each method separately. 

Table 2: Comparison of results. 

Method Precision Recall F1-score 

Isolation Forest 0.72 0.68 0.70 

One-Class SVM 0.76 0.64 0.69 

K-Means 0.78 0.72 0.75 

Autoencoder 

(AE) 
0.81 0.76 0.79 

TGNN 0.85 0.81 0.83 

TGNN + AE 0.89 0.85 0.88 

From Table 2, it can be seen that TGNN + AE 

improves the anomaly detection accuracy by 10.67% 

compared to the best traditional method (K-Means): 

Percentage Increase = 
𝐹1𝑇𝐺𝑁𝑁 + 𝐴𝐸 − 𝑚𝑎𝑥 (𝐹1 𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙)

𝑚𝑎𝑥 (𝐹1 𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙)
×

100=
0.88 − 0.75

0.75
= 17.33%. 

TGNN + AE provides 6.02% higher F1-measure 

compared to using Autoencoder or TGNN alone: 

Percentage Increase = 
𝐹1𝑇𝐺𝑁𝑁 + 𝐴𝐸 − 𝑚𝑎𝑥 (𝐹1 𝐴𝐸,𝐹1𝑇𝐺𝑁𝑁)

𝑚𝑎𝑥 (𝐹1 𝐴𝐸,𝐹1𝑇𝐺𝑁𝑁)
×

100=
0.88 − 0.83

0.83
= 6.02%. 

TGNN + AE reduces the number of false positives 

by 4.71% compared to TGNN due to improved 

Precision: 
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False Positive Reduction = 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑇𝐺𝑁𝑁 + 𝐴𝐸 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑇𝐺𝑁𝑁

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑇𝐺𝑁𝑁
× 100=

0.89 − 0.85

0.89
= 4.71%. 

To assess the efficiency, the distribution of the 

reconstruction error and the definition of the 95th 

percentile as the anomaly threshold were used. The 

graph (Fig. 5) shows how the threshold and the error 

distribution were calculated: 

Figure 5: Distribution of reconstruction error. 

This graph shows the distribution of the 

reconstruction error and the anomaly threshold (red 

dashed line), which is determined by the 95th 

percentile. Nodes with a reconstruction error greater 

than this threshold are classified as anomalous. 

Comparative analysis proved that the proposed 

complex method outperforms traditional approaches, 

providing higher accuracy and lower number of false 

positive detections. 

7 CONCLUSIONS 

This paper proposes a comprehensive method for 

anomaly detection in temporal graphs based on a 

combination of TGNN and a graph AE.  

The TGNN captures spatiotemporal relationships, 

while the AE learns hidden node representations and 

measures deviations through reconstruction error. 

Experimental results show that the TGNN+AE 

approach improves detection accuracy by 17.3%, 

reduces false positives by 4.71%, and increases the 

F1-measure by 6.02% compared to using each 

method alone. A key element is setting the anomaly 

threshold at the 95th percentile of the reconstruction 

error, which adaptively identifies anomalous nodes 

without manual tuning, thereby enhancing stability. 

Overall, this integrated method effectively predicts 

node dynamics and identifies anomalies, paving the 

way for further research into adaptive anomaly 

detection in complex dynamic systems. 
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Abstract: The article presents a multidimensional model of Sebastian Unger’s idiostyle based on corpus analysis and 

natural language processing (NLP) methods. The study is based on a structured approach to the analysis of 

authorial style, comprising text certification, thematic modeling, and stylometric evaluation. A subcorpus of 

Unger’s texts (SPU) was created and subjected to automated processing using such methods as word 

vectorization (Word2Vec, TF-IDF), topic modeling (LDA, BERT), syntactic and morphological analysis, and 

emotional modeling (Sentiment Analysis). The results of the analysis show the presence of clear stylistic 

markers in Unger’s work, including metaphorical structures, fragmentary composition, dominance of 

expressive vocabulary, and specific syntactic models. It is found that the author’s poetry tends to the 

categories of “nature”, “myth”, “philosophy”, which is confirmed by thematic clustering and analysis of key 

concepts. The proposed methodology of corpus research allows automating the identification of the author’s 

style, providing a quantitative assessment of his linguistic features and opening up new perspectives for digital 

stylometry and authorial attribution. 

1 INTRODUCTION 

Modern corpus analysis of literary texts in 

combination with natural language processing (NLP) 

methods opens up new possibilities for linguistic 

interpretation of the author's style that were 

previously beyond the scope of traditional methods of 

literary studies. The development of automated text 

analysis technologies, such as deep neural networks 

and statistical style models, allows us to identify 

hidden patterns in the structure of speech and stylistic 

dominants of writers [4]. The introduction of such 

methods as thematic modeling (BERT, GPT) [1], 

word vectorization (Word2Vec, TF-IDF), and 

stylometric analysis through attribution of authorship 

significantly expands the possibilities of studying the 

individual style of a writer [7]. 

The importance of this approach is due not only to 

the growing amount of textual data, but also to the 

need for new methods of processing them based on 

mathematical and computational models [4]. A 

corpus-based study of literary texts, including 

morphological, syntactic, semantic, and stylistic 

analysis, allows for accurate quantitative 

characteristics of the author's speech, contributing to 

an objective assessment of its structural features. A 

special role is played by the author's identification of 

texts by linguistic markers, which is made possible by 

combining stylometric methods with machine 

learning [5]. Authorship detection through automated 

analysis of textual characteristics demonstrates high 

efficiency in recognizing individual style and 

differentiating between authors even in large-scale 

corpora. 

In this context, the corpus analysis of Sebastian 

Unger's works [3] is a promising direction that 

combines linguistic methods with algorithmic 

modeling and allows to form a multidimensional 

model of his idiostyle. This study involves the 

systematization of the corpus of S. Unger's texts, its 

linguistic certification and automated processing in 

order to determine frequency and stylistic 

characteristics. Particular attention will be paid to 

semantic analysis using clustering models of thematic 

domains (Word2Vec, LDA), as well as to the analysis 

of emotional coloring of texts through Sentiment 

Analysis. The use of these methods in the study of 

author's style will contribute to the development of 
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stylometric research within digital humanities and 

computational linguistics, providing a new level of 

automation of text analysis processes [6]. 

2 RELEVANCE AND ANALYSIS 

OF THE TOPIC AREA 

The study of a writer's idiostyle using corpus-based 

methods and natural language processing (NLP) 

technologies opens up new perspectives for the 

objective analysis of linguistic features, semantic 

dominants, and stylistic markers of a literary text. 

Within the framework of modern digital linguistics, 

the use of automated approaches allows not only to 

describe the structural regularities of an author's 

speech, but also to verify its language model, which 

is important for stylometric analysis, authorial 

attribution, and recognition of text patterns in large 

data corpora. 

The corpus analysis of Sebastian Unger's poetic 

texts involves the creation of a structured subcorpus 

(Subcorpus of Poetry by Sebastian Unger - SPU), 

which was compiled on the basis of the author's 

collections [8, 9, 10, 11] undergoes automated 

processing using tokenization, lemmatization, 

syntactic and semantic parsing methods. This allows 

us to identify patterns in the distribution of lexical 

units, syntactic constructions, and stylistic devices. In 

particular, the thematic scope of his poetry covers the 

concepts of memory, spatial reference, metaphysical 

categories, and urban chronotopes, which can be 

isolated and formalized through distributional 

analysis. 

The use of NLP methods allows for a 

comprehensive syntactic and semantic analysis of the 

text, including the construction of vectorized models, 

thematic clustering, and network analysis of the 

relationships between key concepts. The corpus 

analysis involves systematizing the author's texts, 

their certification, thematic classification, and 

stylistic evaluation using machine learning methods. 

The formation of the Subcorpus of Poetry by 

Sebastian Unger (SPU) and its automated processing 

allow for a detailed analysis of frequency 

characteristics, identification of stylistic markers, and 

establishment of semantic relations between key 

concepts. In particular, the thematic scope of his work 

covers a wide range of images related to memory, 

space, and metaphysical reflections, which create a 

complex system of symbolic meanings. 

The identification of stylistic patterns, the 

frequency of metaphorical constructions and features 

of the author's syntax contributes to the construction 

of a multidimensional model of idiostyle, which, in 

turn, can be used in the tasks of automatic text 

classification and stylometric identification. 

Automated corpus certification, creation of thematic 

maps and graph models of lexeme interrelationships 

allows us to describe the author's idiostyle in 

quantitative terms, which is an important step in the 

development of digital humanities and computer-

aided literature analysis.  

3 METHODOLOGY 

The research methodology is aimed at building a 

multidimensional model of idiostyle through corpus 

analysis and NLP technologies. A subcorpus of S. 

Unger's texts from the Lyrikline and Open Mike 

platforms was formed, and the collected texts were 

subjected to lemmatization and cleaning. Frequency 

analysis allowed us to identify key lexemes, and the 

TF-IDF, Word2Vec, BERT, and GPT models were 

used for semantic clustering and analysis of thematic 

relations. Network analysis revealed structural 

relationships between images, and graph modeling 

allowed us to reconstruct the cognitive organization 

of the texts. The stylistic analysis assessed the level 

of syntactic complexity, the frequency of complex 

subordinate constructions, and the use of rhetorical 

figures. The idiostyle was formalized through 

machine learning, and style vectorization allowed us 

to identify its unique linguistic markers. This 

approach helps to verify the author's style and expand 

the methodological basis for stylometric and 

computational linguistic research. 

The corpus analysis of Sebastian Unger's idiostyle 

is carried out by means of a multi-level structuring of 

texts, which involves their certification, thematic 

classification, stylistic analysis and semantic 

modeling using NLP methods. Borametz's poem 

“Das pflanzliche Lamm” was chosen as a research 

unit, which allows us to formalize the author's 

linguistic patterns and determine his stylistic 

dominants. The reproduction of the stanza structure 

makes it possible to trace the patterns of rhythm and 

syntactic organization of the text, which are key to the 

formation of the author's style. To ensure the 

automated analysis, the poem was certified, which 

includes genre and typological characteristics, 

determination of structural features, frequency 

characteristics, stylistic markers and semantic 

parameters. The morphological composition of the 

text was analyzed, which showed the dominance of 

nouns and adjectives with a high degree of 
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expressiveness, as well as verbs in the present tense, 

which contributes to the dynamism of poetic speech. 

The automated text analysis was performed using 

NLP methods [2], in particular through POS-tagging, 

which allowed us to determine the part-of-speech 

distribution and key lexical dominants. Syntactic 

modeling revealed the predominance of simple and 

parallel constructions that ensure the rhythmic 

organization of the text. Thematic modeling with the 

help of transformer models confirmed that the poem 

belongs to the categories NATURE, MYTH, and 

PHILOSOPHY, and the analysis of the emotional 

coloring of the text showed its neutral-positive 

connotation. Additionally, a graph analysis of 

stylistic markers was performed, which revealed a 

network of relationships between the key concepts of 

the work. The introduction of multilevel analytics 

made it possible to identify linguistic patterns 

characteristic of the author's style and to formalize 

them within the framework of a corpus study. 

The obtained results not only allow us to 

characterize the individual linguistic features of 

Unger's poetry, but also to test a methodological 

approach to automated corpus analysis of author's 

texts. The formation of a subcorpus of texts, their 

certification, and the use of natural language 

processing methods ensure the creation of a 

representative model of idiostyle, which is an 

important step in the study of authorial strategies and 

the development of digital stylometry. 

The experimental part of the study involves the 

formation of a corpus of Sebastian Unger's texts and 

the use of automated methods for their processing to 

identify characteristic linguistic and stylistic features. 

To ensure the accuracy of the analysis, the Subcorpus 

of Poetry by Sebastian Unger (SPU) was created, 

containing selected poetic texts by the author, 

structured by genre, chronological and thematic 

parameters. Each text underwent preliminary 

linguistic processing, including lemmatization, 

cleaning of stop words and punctuation marks, data 

normalization, and preparation for further machine 

analysis. The formation of a structured corpus makes 

it possible to apply algorithmic analysis methods to 

verify the author's idiostyle. 

The main stage of the corpus processing was POS-

tagging, which allowed us to determine the partial-

language distribution of the text, quantitative 

indicators of the frequency of lexical items and their 

distribution in the text structure. Grammatical 

categories were identified using the spaCy library, 

which provided detailed characteristics of each word 

in the context of its syntactic role. The analysis of the 

syntactic organization of the texts made it possible to 

trace the ratio of simple and complex subordinate 

constructions, to identify the author's preferences for 

using certain syntactic schemes and the level of their 

complexity. The semantic modeling of the texts was 

carried out by means of thematic clustering using 

BERT, which made it possible to identify key 

concepts, their interrelationships and semantic 

dominants characteristic of Unger's poetic language. 

An additional parameter of the analysis was the 

identification of stylistic markers, including 

expressive vocabulary, frequency stylistic 

constructions, inversions, repetitions, and 

metaphorical structures. The introduction of graph 

analysis made it possible to model the connections 

between key lexemes, forming visual representations 

of the dominant images in the poetic corpus. 

Sentiment Analysis was used to assess the emotional 

coloring of the texts, which helped determine the 

overall tone of the text, its emotional accents, and 

connotations. The analysis of rhythmic and phonetic 

parameters was carried out by identifying patterns in 

the length of lines, the distribution of stop phrases and 

pauses, which are key to the versioning structure of 

the works. 

The obtained results make it possible to identify 

the unique linguistic features of Unger's texts, 

formalize them within the framework of a 

multidimensional idiostyle model, and compare them 

with other authorial styles. The corpus approach in 

combination with NLP methods provides an 

automated determination of the author's stylistic 

dominants and thematic priorities, which contributes 

to the further development of the methodology of 

digital stylometry and authorial attribution of 

texts [5, 7].  

4 APPROACH 

The corpus analysis of Sebastian Unger's idiostyle is 

carried out by means of a multi-level structuring of 

texts, which involves their certification, thematic 

classification, stylistic analysis and semantic 

modeling using NLP methods. Borametz's poem 

“Das pflanzliche Lamm” was chosen as a research 

unit, which allows us to formalize the author's 

linguistic patterns and determine his stylistic 

dominants. The reproduction of the stanza structure 

makes it possible to trace the patterns of rhythm and 

syntactic organization of the text, which are key to the 

formation of the author's style. To ensure the 

automated analysis, the poem was certified, which 

includes genre and typological characteristics, 

determination of structural features, frequency 
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characteristics, stylistic markers and semantic 

parameters. The morphological composition of the 

text was analyzed, which showed the dominance of 

nouns and adjectives with a high degree of 

expressiveness, as well as verbs in the present tense, 

which contributes to the dynamism of poetic speech. 

The automated text analysis was performed using 

NLP methods, including POS tagging, which allowed 

us to determine the part-of-speech distribution and 

key lexical dominants. Syntactic modeling revealed 

the prevalence of simple and parallel constructions 

that ensure the rhythmic organization of the text. 

Thematic modeling with the help of transformer 

models confirmed that the poem belongs to the 

categories NATURE, MYTH, and PHILOSOPHY, 

and the analysis of the emotional coloring of the text 

showed its neutral-positive connotation. 

Additionally, a graph analysis of stylistic markers 

was performed, which revealed a network of 

relationships between the key concepts of the work. 

The introduction of multilevel analytics made it 

possible to identify linguistic patterns characteristic 

of the author's style and to formalize them within the 

framework of a corpus study. 

The obtained results not only allow us to characterize 

the individual linguistic features of Unger's poetry, 

but also to test a methodological approach to 

automated corpus analysis of author's texts. The 

formation of a subcorpus of texts, their certification, 

and the use of natural language processing methods 

ensure the creation of a representative model of 

idiostyle, which is an important step in the study of 

authorial strategies and the development of digital 

stylometry. 

5 EXPERIMENT 

The experimental part of the study involves the 

formation of a corpus of Sebastian Unger's texts and 

the use of automated methods for their processing to 

identify characteristic linguistic and stylistic features. 

To ensure the accuracy of the analysis, the Subcorpus 

of Poetry by Sebastian Unger (SPU) was created, 

containing selected poetic texts by the author, 

structured by genre, chronological and thematic 

parameters. Each text underwent preliminary 

linguistic processing, including lemmatization, 

cleaning of stop words and punctuation marks, data 

normalization, and preparation for further machine 

analysis. The formation of a structured corpus makes 

it possible to apply algorithmic analysis methods to 

verify the author's idiostyle. 

The main stage of the corpus processing was POS-

tagging, which allowed us to determine the partial-

language distribution of the text, quantitative 

indicators of the frequency of lexical items and their 

distribution in the text structure. Grammatical 

categories were identified using the spaCy library, 

which provided detailed characteristics of each word 

in the context of its syntactic role. The analysis of the 

syntactic organization of the texts made it possible to 

trace the ratio of simple and complex subordinate 

constructions, to identify the author's preferences for 

using certain syntactic schemes and the level of their 

complexity. The semantic modeling of the texts was 

carried out by means of thematic clustering using 

BERT, which made it possible to identify key 

concepts, their interrelationships and semantic 

dominants characteristic of Unger's poetic language. 

An additional parameter of the analysis was the 

identification of stylistic markers, including 

expressive vocabulary, frequency stylistic 

constructions, inversions, repetitions, and 

metaphorical structures. The introduction of graph 

analysis made it possible to model the connections 

between key lexemes, forming visual representations 

of the dominant images in the poetic corpus. 

Sentiment Analysis was used to assess the emotional 

coloring of the texts, which helped determine the 

overall tone of the text, its emotional accents, and 

connotations. The analysis of rhythmic and phonetic 

parameters was carried out by identifying patterns in 

the length of lines, the distribution of stop phrases and 

pauses, which are key to the versioning structure of 

the works. 

The obtained results make it possible to identify 

the unique linguistic features of Unger's texts, 

formalize them within the framework of a 

multidimensional idiostyle model, and compare them 

with other authorial styles. The corpus approach in 

combination with NLP methods provides an 

automated determination of the author's stylistic 

dominants and thematic priorities, which contributes 

to the further development of the methodology of 

digital stylometry and authorial attribution of texts.  

6 RESULTS 

The analysis of a subcorpus of Sebastian Unger's 

poetic works demonstrates the possibilities of 

automated stylometric text processing, in particular 

through vectorization, frequency analysis, and 

modeling of semantic relations, which allows us to 

highlight the characteristic linguistic features of his 

idiostyle. 
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For an example of subcorpus analysis, we present 

the text of Sebastian Unger's poem “Borametz - Das 

pflanzliche Lamm” in German in a graphic record [8]: 

Borametz – Das pflanzliche Lamm 

Die Wurzeln tief in der Erde, 

Der Stamm fest und stark, 

Blätter wie grüne Hände, 

Die Sonne im Blick, den Himmel im Mark. 

Ein Lamm, geboren aus Pflanzenfleisch, 

Mit Wolle weich und rein, 

Es wächst empor im Morgenkreis, 

Ein Wunder der Natur allein. 

Kein Blöken hört man, keinen Laut, 

Doch Leben pulsiert im Blatt, 

Ein Wesen, das dem Himmel traut, 

In stiller, grüner Pracht. 

So steht es da, das Pflanzenlamm, 

Ein Rätsel dieser Welt, 

Verbindet Wurzel, Blatt und Stamm, 

Wie's uns im Buche erzählt. 

The graphic recording demonstrates the ascending 

original structural organization of the text and 

provides material for traditional literary and linguistic 

analysis of its stylistic, rhythmic, syntactic, and 

cognitive features. The reproduction of the stanza 

structure allows us to trace the patterns of rhyme, 

intonation pauses, and features of versioning, which 

are key to the analysis of the poetic discourse of 

Sebastian Unger.  

Table 1: Textological certification of the poetic text “Borametz - Das pflanzliche Lamm ” by S. Unger. 

Parameter Description Example (Borametz - Das pflanzliche Lamm) 

Author Full name of the author. Sebastian Unger. 

Title of the work Title of the poetic/prose text. Borametz - Das pflanzliche Lamm. 

Year of 

publication 

Date of first publication (if 

available). 

No exact publication date, published on the Lyrikline 

platform. 

Source 
Hyperlink to the online publication 

or ISBN of the book. 
Lyrikline. 

Genre Poetry / prose / interview. Poetry. 

Type of text Written / oral (interview, speech). Written. 

Length (word 

count) 

Number of words or characters in 

the text. 
82 words. 

Language Original language. German (DE). 

Place of 

publication 
Journal, website, book, blog. Website Lyrikline. 

Publisher 
Name of the publishing house (if a 

printed source). 
Not applicable (online publication). 

Structural 

features 

Verse/prose form, presence of 

stanzas, rhymes, sections. 

Verse form, 4 stanzas of 4 lines each, no strict rhyme or close 

to assonance, meter varies, with some approximation to 

classical rhythm in certain lines. 

Keywords 
Main themes of the text (ecology, 

human, nature, philosophy, etc.). 

Nature, mythology, plant, animal, symbolism, unity, 

metaphysics. 

Stylistic features 
Use of metaphors, symbols, 

expressive vocabulary. 

Extensive metaphors, allegory, symbols, inversion of 

syntactic constructions, expressive vocabulary, 

personification of nature. 

Phonetic features 
If an oral corpus is analyzed 

(repetitions, pauses, emphases). 

No direct phonetic expressiveness (shift of focus from 

phonetics to semantics), internal rhythm through image 

repetitions and parallelisms. 

Morphological 

analysis 

Dominant parts of speech in the 

text. 

Predominantly nouns (Borametz, Lamm, Wurzeln, Stamm, 

Blätter, Sonne), adjectives (tief, fest, grün, weich), verbs in the 

present tense (wächst, pulsiert, verbindet). 

Syntactic 

analysis 

Average sentence length, complex 

or simple constructions. 

Short and medium-length sentences, minimal use of 

subordinate clauses, dominant simple predicate with extended 

attributes. 

Emotional tone 
Analysis using Sentiment Analysis 

(neutral, positive, negative). 

Neutral-elevated, leaning towards a metaphysical and 

mythopoetic discourse (Sentiment Analysis suggests a mixed 

neutral-positive evaluation). 

Accessibility Open access / paid content. Open access on the Lyrikline platform. 

Accessibility Open access / paid content. Open access on the Lyrikline platform. 
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This approach makes it possible to assess the 

interaction of the formal parameters of the text with 

the semantics and symbolism of images, as well as to 

study the frequency of recurring motifs within the 

corpus analysis. The graphical structure helps to 

identify the author's stylistic markers and form a 

multidimensional model of the poet's idiostyle, which 

is one of the goals of this study. 

The passportization of the poem “Borametz - Das 

pflanzliche Lamm” by Sebastian Unger is carried out 

by means of a formalized description of the text by 

structural, stylistic and semantic parameters, which 

allows standardizing it for corpus analysis using NLP 

methods. It includes identification data, genre-

typological characteristics, distribution of parts of 

speech, syntactic features, stylistic markers, as well 

as thematic modeling, mentioned in Table 1, which 

allows us to identify key concepts and patterns of the 

author's idiostyle. 

The analysis of Sebastian Unger's texts involves 

the use of both manual and automated methods of 

semantic classification. The key thematic domains are 

identified by manually categorizing text fragments, 

which allows us to separate the main conceptual 

groups. Among them are the themes of nature 

(NATURE), philosophical reflections (PHIL), human 

experience (HUMAN), mythological and fairy-tale 

images (MYTH), imaginary worlds (DREAM), and 

temporal changes (TIME). For example, the line “Die 

Wurzeln tief in der Erde” is labeled as {SEM: 

NATURE}, which indicates the dominant natural 

imagery. Similarly, the phrase “Ein Rätsel dieser 

Welt” is labeled {SEM: PHIL}, as it reflects a 

philosophical understanding of existence. 

To automate the thematic analysis, we use an 

approach based on transformer models, such as 

BERT, GPT, and word vectorization methods such as 

Word2Vec and TF-IDF. The analysis algorithm 

includes several stages: first, the Unger corpus is 

loaded in PDF, TXT, or HTML formats, followed by 

tokenization and lemmatization. Text fragments are 

vectorized by converting words into 

multidimensional representations, which are then 

clustered using K-Means or Latent Dirichlet 

Allocation (LDA) algorithms. 

The automatic detection of semantic domains is 

based on a transformational architecture that ensures 

that sentences are categorized into their most relevant 

topic groups. For example, using the BERT 

transformer model to analyze the phrase “Die 

Wurzeln tief in der Erde” leads to the following 

result, shown on Figure 1. 

Figure 1: Zero-shot (a Python code fragment). 

The output of the model shows 85% 

correspondence to the nature theme, which confirms 

the correctness of the thematic markup. 

Visualization of thematic clusters allows for 

spatial grouping of text fragments according to their 

semantic characteristics. This study uses Word2Vec 

in combination with t-SNE projection for 

multidimensional analysis of thematic relations, 

represented on Figure 2. 

Figure 2: Visualization of thematic clusters of texts using t-

SNE and vector representations (Word2Vec/BERT) (in 

Python). 

The result of this analysis is the formation of a 

cluster structure that reflects the relationships 

between text fragments according to their semantic 

characteristics. 

The automated analysis of Unger's corpus is 

carried out using NLP models that perform part-of-

speech tagging (POS-tagging), syntactic and stylistic 

features, and thematic classification, shown on Fig. 3. 
This approach allows not only to classify Unger's 

texts by thematic domains, but also to carry out an 
automated analysis of the stylistic and syntactic 
features of his work. 

It is the use of transformational models and 
clustering algorithms in the corpus analysis of 
Sebastian Unger's texts that makes it possible to 
automate the process of identifying key themes, 
stylistic features, and cognitive dominants in his 
poetry and prose works. This opens up new 
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perspectives in stylometric research and digital 
literary studies. 

Figure 3: Thematic grouping of texts based on BERT 

representations and t-SNE visualization (in Python). 

The model of multidimensional analysis of 

Sebastian Unger's idiostyle is based on a corpus-

based approach that combines structured text 

certification, automated data processing, and analysis 

of stylistic and semantic features based on NLP 

methods. The basis of the study is an extended 

parameterization system that formalizes the text 

through unified markers that allow us to determine 

the morphological, syntactic, semantic, and stylistic 

properties of the corpus of Unger's works. In 

accordance with the parameterization table, presented 

below as Table 2, the analysis is carried out through 

POS-tagging, which includes partial language 

distribution and identification of key lexical units, 

syntactic classification, which determines the 

structural features of the text, semantic modeling, 

which allows to identify dominant themes and 

concepts, and the stylistic level, which reveals the 

figurative system of the works. idiostyle works. 

Automated corpus profiling of Sebastian Unger 

allows for identifying the patterns of his idiolect 

through the analysis of linguistic element frequency, 

the distribution of syntactic structures, and stylistic 

markers. One of the key aspects of this model is its 

structured nature, which ensures a systematic 

description of the text through standardized 

categories. This approach facilitates an accurate 

analysis of the writer’s style, enabling not only 

qualitative description but also the examination of his 

texts within the framework of statistical models of 

stylometric analysis. The use of a machine-readable 

format allows the corpus to be integrated into various 

NLP applications such as NLTK, spaCy, and BERT, 

expanding the possibilities of natural language 

processing. Specifically, the automatic analysis 

system enables text clustering by thematic domains, 

the evaluation of syntactic patterns, and the 

identification of Unger’s stylistic features based on 

machine learning algorithms. 

The flexibility of the model allows for the 

adaptation of the parameter system to specific 

research tasks, enabling the incorporation of new 

features, including stylistic and cognitive 

characteristics. Semantic analysis involves 

identifying the thematic categories of a text, covering 

concepts of nature, philosophy, social aspects, 

abstract notions, and spatial characteristics. The 

determination of structural and morphological 

parameters is carried out through the identification of 

syntactic constructions and the frequency distribution 

of parts of speech, which helps to distinguish the 

author's stylistic markers. The stylistic characteristics 

of texts are defined through the analysis of 

metaphorical and expressive devices, which 

contribute to the creation of a unique poetic writing 

style. 

Table 2: Classification parameters for automated analysis of poetic texts of the corpus. 

Category Notation Description 

Morphological 

parameters (POS) 

NOUN, VERB, ADJ, ADV, 

PRON, MOD, PREP 

Parts of speech: noun, verb, adjective, adverb, pronoun, 

modal verb, preposition. 

Syntactic features 

(SYN) 

SIMPLE, COMPLEX, 

PARALLEL, PASSIVE, 

ELLIPSIS 

Type of construction: simple sentence, complex sentence, 

parallel structure, passive voice, elliptical structures. 

Semantic level of 

analysis (SEM) 

NATURE, PHILOSOPHY, 

HUMAN, ABSTRACT, SPACE 

Thematic categories of the text: nature description, 

philosophical motifs, human and society, abstract concepts, 

spatial characteristics. 

Stylistic parameters 

(STY) 

FIGMET, FIGSIM, RHET, 

EXPR 

Key expressive means: metaphors, comparisons, rhetorical 

questions, expressive vocabulary. 

Additional structural 

parameters 

SENT, LEN (SHORT, MID, 

LONG), WC 

Sentence length (in words), length categorization (short, 

medium, long), total word count in the text. 
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The development of a multidimensional model of 

idiolect involves integrating all the aforementioned 

parameters into a comprehensive analysis that 

includes corpus profiling, stylistic mapping, semantic 

modeling, and automated analysis of linguistic 

features using NLP algorithms. This approach not 

only delineates the individual linguistic traits of 

Sebastian Unger but also constructs a representative 

model of his creative style. The clustering of texts 

based on syntactic and stylistic features facilitates the 

identification of recurring constructions and 

distinctive linguistic techniques that shape his poetic 

idiolect. Such an approach enables an objective 

determination of the patterns underlying the 

formation of the author’s linguistic worldview, the 

identification of key elements of his creative 

methodology, and a comparative analysis of his 

poetry within the broader context of stylistic 

experimentation in contemporary German literature. 

The main functional advantages of the formalized 

approach to the stylistic analysis of texts in the corpus 

study of Sebastian Unger’s poetry are summarized in 

Table 3. 

Table 3: Functional advantages of the formalized approach 

to the stylistic analysis of texts in the corpus study of 

Sebastian Unger’s poetry justify. 

Characteristic Description 

Structuring Systematic text description through 

standardized markers, enabling quick 

retrieval of generalized characteristics 

such as part-of-speech distribution 

(POS), types of syntactic constructions 

(SYN), thematic dominants (SEM), 

and stylistic features (STY). Ensures 

precise and representative text 

analysis. 

Machine 

readability 

Utilization of the format in NLP 

applications such as NLTK, spaCy, and 

BERT. Facilitates automated data 

extraction, word frequency analysis, 

syntactic structure identification, 

sentiment analysis, thematic group 

clustering, and stylometric studies 

using machine learning algorithms. 

Flexibility Ability to expand the parameter system 

according to research needs: adding 

stylistic features, phonetic 

characteristics, or cognitive markers. 

Adaptable to various methodological 

approaches (cognitive linguistics, 

computational stylistics, comparative 

literary studies, semantic modeling). 

7 CONCLUSIONS 

The study of Sebastian Unger's idiolect based on 

corpus analysis and NLP methods has enabled a 

multidimensional description of his linguistic and 

stylistic specificity. The use of modern digital 

technologies has facilitated the automated analysis of 

the author's lexicon, syntax, semantic dominants, and 

rhetorical devices, making it possible to formalize a 

model of the poet's idiolect. The main findings of the 

research include identifying the key lexico-semantic 

features of Unger’s texts through frequency analysis 

and thematic grouping of lexemes, detecting 

dominant syntactic structures that characterize his 

style – particularly a tendency toward complex 

syntactic constructions and inversions – as well as 

formalizing intertextual connections in his works, 

which indicate postmodernist traits in his poetry. 

Furthermore, the development of graph-based models 

of relationships between key concepts in the author's 

texts has allowed for the tracing of the cognitive 

structure of his creativity, while the verification of his 

idiolect using machine learning algorithms has 

confirmed its uniqueness within the contemporary 

German-language poetic landscape. 

The obtained results demonstrate the potential of 

corpus analysis and NLP methods in the study of 

writers' idiolects, opening new prospects for 

automated stylometric analysis. The use of 

computational technologies in linguistic and literary 

research contributes to a more precise and objective 

understanding of an author's writing style, enables the 

comparison of stylistic characteristics across different 

writers, and simplifies the identification of unique 

linguistic patterns. Expanding this approach allows 

not only for the analysis of individual authors' works 

but also for the evaluation of broader trends in the 

development of literary styles in the digital age. 

A promising direction for further research is the 

comparative analysis of Unger’s work alongside 

other representatives of contemporary German-

language poetry, which would provide a deeper 

understanding of his artistic style within the broader 

context of literary tradition. Additionally, refining the 

methodology of corpus analysis and integrating more 

advanced neural networks for text analysis could 

further enhance the precision of identifying stylistic 

characteristics and cognitive features of an author’s 

writing. The incorporation of multimodal approaches, 

including the analysis of audiovisual aspects of poetic 
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texts, also represents a valuable step in the study of 

idiolects. Thus, the integration of corpus linguistics, 

computational literary studies, and artificial 

intelligence has the potential to significantly expand 

the horizons of modern research on literary language. 
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Abstract: The article describes advanced computer software for numerical simulation, interpolation, extrapolation, and 
approximation of electron beam boundary trajectories. From a mathematical point of view, the distinguishing 
feature of the proposed software is the use of different-order root-polynomial functions for estimating the 
boundary trajectories of electron beams. The accuracy of estimation is very high. The level of interpolation 
and extrapolation errors is a range of a few percent, and in some cases, it is a fraction of a percent. For 
obtaining a minimal level of error estimation and guaranteeing the convergence of the choosing function, the 
method of including the positive deviation into root-polynomial functions is proposed and verified. 
Corresponding examples are also given. Particularities of realizing computer software in the Python 
programming language are also considered. Using manual input of digital data for interpolation and 
approximation is also possible. Elaborated computer software is supplied by a well-developed graphic user 
interface, and for simplicity of working with it, different simulation tasks are located in the separate 
bookmarks. Transferring numerical data between different tasks using the corresponding interface 
components is also possible. The program interface is created using advanced means of Python programming 
and software standards, and for this reason, it is easy for understanding by users and working with it.  
Therefore, elaborated computer software can also be used for solving other significant practical tasks 
connected with interpolation, approximation, and extrapolation of stiff ravine dependences. 

1 INTRODUCTION 

Solving the problems of interpolation, extrapolation 

and approximation of stiff ravine dependences is very 

important task today. Analyses of such dependences 

is often necessary for solving different optimization 

task in problems of physics, economy, psychology, 

social science and other. Therefore, analyzing of 

ravine dependences is the special problem in the data 

science and computer algorithms, including egression 

analyze [1 – 3].   

A special task in this aspect is analyzing the 

boundary trajectories of Electron Beams (EB). 

Generally, this task is corresponded to basic laws of 

electro-physics and electron optics [4 – 10], and have 

been considered in papers [11 – 17]. Generally, this 

approach firstly has been applied to research and 

further development of high voltage glow discharge 

electron guns, which are widely applied in industry 

today in electronics [18 – 20] and mushing-building 

industry [21 – 33]. Generally, principle of operation 

such type of electron guns is given in 

papers [23 – 33].  

The approach of estimation short-focus EB 

trajectories, proposed in papers [11 – 17], is based on 

using for interpolation, approximation and 

extrapolation of the boundary trajectory of electron 

beam, former by of high voltage glow discharge 

electron guns, by root-polynomial functions (RPF). 

General conception of interpolation by such functions 

is described in paper [11, 12], and it has been pointed 

out in this works, that using this approach by the 

suitable position of reference point in the symmetric 

ravine date sets obtaining high accuracy of 

interpolation, range of fraction of percent relatively to 

obtained numerical data, is really possible. Examples 

of data approximation using this approach are given 

in papers [13, 14]. Generally, it based on two different 

approaches: approximation by the reference points 

[14] and by the tangents [17]. In the papers [15, 16]
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the method of extrapolation of EB trajectories and 

advanced method of interpolation using slightly 

different location of reference points, generally taking 

from the extrapolation task [16], have been described. 

Theoretical background of using proposed 

interpolation and approximation methods, based on 

the mathematical particularities of RPF and they 

derivatives, is given in paper [16]. In the work [18] 

on the base of proposed theoretical approach another 

possible application of RPF was described. The main 

applications of this approach, have been considered 

in [18], are probability theory tasks [34, 35] and 

fuzzy-logic tasks [36 – 42]. 

But as noted in [11, 12], the magnitude of the 

interpolation error strongly depends on the position of 

the base points in the numerical data sets, and if the 

value of the interpolated set near the minimum is 

close to zero, then the RPFs usually diverge. Basic 

structure of elaborated software package has been 

described in work [15, 16]. Some practical 

recommendations in terms of avoiding the problem of 

RPF divergence, which was pointed out in works [15, 

16], have been given in [17], however this problem 

has not been completely solved till today.  

Therefore, the purpose of this paper is to describe 

the included changes in the developed software 

package that allow obtaining guaranteed convergence 

of the algorithms for calculating RPF coefficients 

when solving practical problems related to the 

interpolation and extrapolation of stiff ravine digital 

data sets. Some corresponding examples are also 

given. 

2 STATEMENT OF PROBLEM 

As it has been pointed out in the papers [11, 12], in 

the general form RPF for the known set of basic 

points on longitudinal coordinate z and transversal 

coordinate r {P1(z1, r1), P2 (z2, r2), …, Pn+1(zn+1, rn+1)} 

is written as follows: 

( ) 1

1 1 0 ,n nn
b n nr z C z C z C z C−

−= + + + +K (1)

where where n is the degree of the polynomial and the 

order of the root-polynomial function, and C0 – Cn are 

the polynomial coefficients.  

Generally, the problem of defining polynomial 

coefficients is very simple and, with known 

coordinate of basic points P it led to solving the set of 

linear equation [11, 12]: 
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Clear, that the set of equation (2) is linear and can 

be simply solved analytically using well-known 

Gauss – Seidel methods of exclusion the 

variables [43, 44]. The analytical relations, which 

have been obtained for calculation the coefficients 

C0 – Cn for the RPF from second to sixth order are 

given in the works [14 – 17]. Generally, now namely 

these relations are used for calculation the polynomial 

coefficients in elaborated computer software Electron 

Beam Trajectories Interpolation, Approximation and 

Extrapolation (EBTIAE). Basic structure of these 

computer software is given in works [15 – 17]. 

But as have been pointed out in the works [15,16], 

for small values of r in the region of minimum 

proposed algorithms of calculation are usually 

divergence with the small values of r near the region 

of minimum. Corresponded result, has been obtained 

manually for the set of basic points (r; z): (0; 0.01), 

(0.01; 0.007), (0.02; 0.003), (0.03; 0.001), (0.04; 

0.003), (0.05; 0.007), (0.06; 0.01), is shown in Fig. 1. 

In this dataset all values on z coordinate are given in 

meters, and on r coordinate – in millimeters. Clear 

that value r4 = 0.001 mm = 10–6 m in the region on 

minimum is very small. The result, presented in 

Figure 1, has been obtained for sixth-order RPF. 

Figure 1: Illustration of divergence the algorithm of 

calculation the sixth-order RPF coefficients for ravine 

dataset with extra-small value near the minimum region. 

In general, this problem is explained simply by the 

fact that in relation (1) the polynomial is under the 

root of degree n, and accordingly, for negative values 

of the coordinate r, the given problem generally has 

no solution. Therefore, it is obvious that the condition 

r > 0 is necessary for the convergence of the 

algorithms for calculating the RPF coefficients, but, 

unfortunately, it is not sufficient. As the conducted 

studies have shown, for values of r close to zero, the 

usually proposed computational algorithms still 

diverge. This problem has been generally formulated 

in the works [16, 17], but correct solution for its 
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solving wasn’t find rill today. It also should be 

pointed out, that generally for the stiff functions 

finding the minimum, which value is close to zero, is 

always the sophisticated problem for different 

numerical method and such task usually has to be 

solved very carefully with analyzing the precision of 

provided iterative calculations [45 – 49]. 

Therefore, advanced method for obtaining 

guaranteed convergence of calculation RPF 

coefficients by analytical relations, which have been 

obtained early, will be proposed and analyzed in the 

next section of this work. 

3 USE DEVIATION AND 

ADVANCED FORM OF ROOT-

POLYNOMIAL FUNCTION 

3.1 Basic Conception and 
Corresponding Example 

Really, the solution is very simple, when the 

relation (1) is rewritten in advanced form with 

positive deviation δ as follows:  

( ) 1

1 1 0 δ.n nn
b n nr z C z C z C z C−

−= + + + + −K (3) 

In this case the set of basic points for calculation 

polynomial coefficients is rewritten with deviation as 

follows:  

{P1(z1, r1 + δ), P2 (z2, r2 + δ), …, Pn+1(zn+1, rn+1 + δ)}. 

In Figure 2 presented the result of interpolation for 

the same set of points, as in pervious section, but 

using deviation δ = 0.01. It is clear, that in this case 

divergence of RPF is not observed and solution, 

which has been obtained, is generally correct. 

Figure 2: Illustration of convergence the algorithm of 

calculation the sixth-order RPF coefficients for ravine 

dataset with extra-small value near the minimum region in 

the case of using deviation δ = 0.01. 

Corresponding sixth-order RPF is written as follows: 

( )
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3.2  Use Deviation for Interpolation 
and Extrapolation the Boundary 
Trajectory of Electron Beams 

Generally, the stiff ravine function with the values, 

which in the region of minimum are close to zero, are 

corresponding to the trajectory of EB in the case of 

high acceleration voltage and small beam 

current [4 – 10]. Certainly, using deviation in such 

case for guaranteed convergence of calculation RPF 

coefficients is necessary. 

In the papers [15, 16], it has also been pointed out 

that a small error of interpolation using RPF is 

possible only in the case of a treatment-symmetric 

ravine dataset. In the case of asymmetry, the value of 

the error is, generally, greatly raised. 

On the physical point of view, the boundary 

trajectory of short-focus EB, propagated in ionized 

gas, is described by following set if algebra-

differential equations [4 – 10, 14]: 
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where Uac is the accelerating voltage, Ib is the EB 

current, p is the residual gas pressure in the region of 

EB propagation, z is the longitudinal coordinate, dz is 

the electron path in the longitudinal direction at the 

current iteration, rb is the radius of the boundary 

trajectory of the electron beam, ne is the beam 

electrons’ concentration, ni0 is the concentration of 

residual gas ions on the beam symmetry axis, ε0 is 

permittivity, ve is the average velocity of the beam 

electrons, me is the electron mass, c is the light 

velocity, γ is the relativistic factor,  f is the residual 

gas ionization level, Bi is the gas ionization level, θmin 

and θmax are the minimum and maximum scattering 

angles of the beam electrons, corresponding to 

Rutherford model, θ  is the average scattering angle of 

the beam electrons, Za is the nuclear charge of the 

residual gas atoms. 

Corresponded analytical relation for error 

estimation is follows [11, 12]: 

121 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



( )
( ) ( )

( )
ε 100%,

num E

num

r z r z
z

r z

−
=  (4) 

where rE is the result of estimation using relation (1) and 

set of equations (2), rnum is the result of solving the set of 

algebra-differential equation (4) using four order 

Runge – Kutt method [43 – 47]. 

Let’s considering now the tasks of interpolation 

and extrapolation boundary trajectory of EB with 

such simulation parameters: Uac = 25 kV, Ib = 0.6 A, 

p = 7 Pa, start EB radius rb0 = 3 mm, start longitudinal 

coordinate z0 = 0.1 m, start angle of EB convergence 

α = 120, last longitudinal coordinate z0 = 0.15 m, 

number of  calculated points N = 120000. 

Corresponding simulation result is given at Figure 3. 

Figure 3: Illustration of solving simulation task for 

Uac = 25 kV, Ib = 0.6 A, and rb0 = 3 mm. 

Clear, that EB trajectory in this case is very stiff 

and, generally, similar to the function of absolute 

value ( ) 0.2179 0.1148 .r z z=  − But, in contrary on 

absolute value function, the derivative in the point of 

minimum zmin = 0.1148 m is 0.
dr

dz
=  

The result of solving interpolation task for such 

parameters of EB is given in Figure 4a, the deviation 

is δ = 2.5 mm. Since ravine function is left-hand 

asymmetric, the significant error is existed in the 

region of minimum, range of 100 %. In contrary, for 

combined interpolation-extrapolation task [15, 16], 

minimal error is significantly smaller, range of 

3 – 4 %, but it also corresponding to the region of EB 

focus position. The value of deviation for this task is 

δ = 1.4 mm. Graphic dependences, have been 

obtained for this combined interpolation-

extrapolation task, are given in Figure 4b.  

In the case of solving combined interpolation-

extrapolation task obtained sixth order RPF is written 

as follows: 

( )

4 6 4 5

5 4 6 3

6 7 2 8

10

2.332142 10 1.607568 10

+4.6247388 10 7.107475 10
1.4.

+6.1542275 10 2.84664851 10

+5.495177647 10

z z

z z
r z

z z

− −

− −

− −

−

 −  +

 −  +
= −

 −  +



 

Clear, that, in any case maximal relative 

interpolation error correspond to the region of 

minimum because the numerical values of function 

rnum in this region are very small. Therefore, such 

result is in agreement with relation (4). 

a) 

b) 
Figure 4: Illustration of solving interpolation task (a) and 

combined interpolation-extrapolation task (b) for EB 

boundary trajectory with simulation task parameters: 

Uac = 25 kV, Ib = 0.6 A, and rb0 = 3 mm. 

Another approach to refining the parameters of 

relativistic EB in powerful accelerators in the strong 

microwave electromagnetic fields has been proposed 

in papers [50, 51]. This approach is based on using 

microcomputers and careful statistical analyze of 

experimental results.  

4 PARTICULARITIES OF 

ELABORATED COMPUTER 

SOFTWARE 

Generally, the particularities of elaborated software 

package EBTIAE, created using the advanced means 

of Python programing language [52 – 55], just have 

been considered early in works [13 – 17]. The 

package EBTIAE is created by the means of 
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functional programing in one module, and for 

providing sophisticated numerical calculations and 

creating scientific graphics advanced Python 

libraries, such as numpy and matplotlib has been 

used [52 – 55]. From the library numpy has been 

effectively used the advanced means of large digital 

arrays treatment, including methods of matrix 

programming. And for realizing data transferring 

between different tasks the means of describing 

global variables have been used. 

But the main particularity of the elaborated 

EBTIAE package is the location of all independent 

tasks on the separate tabs of the canvas, formed in the 

graphic interface window. And in these tabs the 

specific textboxes are located for input numerical data 

and the buttons for providing calculations and data 

transferring [14 – 16]. Generally, such approach is 

fully corresponded to conception of functional 

programming [52 – 55]. And since new function of 

using deviation has been realized in the EBTIAE 

package, corresponding tabs “Interpolation” and 

“Extrapolation” have been slightly modified. The 

appearances of these two tabs on the computer screen 

with all the elements of the interface window are 

shown in Figure 5. 

a) 

b) 

Figure 5: The tabs “Interpolation” (a) and “Extrapolation” (b) of elaborated computer software EBTIAE. Screen copies. 
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The main differences of these tabs from the 

figures, given in works [14 – 16], are the appearance 

of the textbox “Deviation” and the button “+”, which 

are located in both tabs in the upper right corner. In 

the textbox “Deviation” the corresponding value of 

deviation has to be typing, and in case of pressing on 

the button “+” the typing value of deviation is added 

to the basic points on r coordinate, which are located 

on the top of both tabs in the second row. But the 

button “+” button included only for providing manual 

calculations. Calculation the boundary trajectory of 

EB is provided by the same way, as early, namely, 

after events of pressing to the buttons “Import from 

SDE Task”, which are also located in both tabs in the 

upper right corner (see Figure 5a and 5b).  

The deviation value is read from the text window 

and passed to the function for calculating the EB 

trajectory. If the value of this parameter is incorrect, 

a corresponding error message is issued. Thus, only 

minor changes have been introduced into the interface 

of the developed computer software, which simplifies 

the work of ordinary users with it.  

5 CONCLUSIONS 

The conducted studies have shown that, in general, 

with the correct choice of the deviation value, the 

minimum value of the interpolation error and 

extrapolation of the EB boundary trajectory can be 

achieved using the RPF of different orders, from the 

second to the sixth. In reality, the reduction in the 

interpolation error with using deviation can be by 

several orders of magnitude. But, most importantly, 

by correctly selecting the deviation, it was possible to 

completely solve the problem of the RPF divergence 

at radial coordinate values close to zero.  

The corresponding interpolation and 

extrapolation RPF were obtained for all EB 

parameters, including for problems with a high 

degree of rigidity, which correspond to high values of 

the accelerating voltage and low beam current.  

The use of functional programming tools in the 

Python language allowed us to make appropriate 

changes to the program interface with minor changes 

in the algorithms and computational procedures.  

Interesting, that it is also possible to interpolate 

and extrapolate numerical data in manual mode, 

which significantly expands the range of tasks to be 

solved by elaborated computer software. In 

particular, using the developed software, it is possible 

to solve problems of probability theory and fuzzy 

logic, where functional dependencies with a high 

degree of rigidity are often used for accurate data 

processing.  

The obtained theoretical and practical results are 

of great practical interest to a wide range of specialists 

in the fields of interpolation and extrapolation theory, 

computational algorithms, and processing of large 

data arrays. 
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Abstract: Empirical data of RFC (response for a class), CBO (coupling between object classes), and WMC (weighted 

methods per class) software metrics, that can be used for estimation of software quality, deviate from 

normality. These metrics unveil multivariate skewness and kurtosis that do not conform to a multivariate 

Gaussian distribution. At the same time, well-known statistical methods that assume data normality may not 

be appropriate for the analysis of non-Gaussian data. To detect the outliers in the three-dimensional data of 

RFC, CBO, and WMC metrics and to estimate the confidence and prediction intervals of nonlinear 

regressions for these metrics, we need to use three-variate normalizing transformations. For statistical 

analysis of RFC, CBO, and WMC metrics, their normalization using the three-variate Box-Cox 

transformation was applied. Mardia’s test for the transformed data after applying the multivariate Box-Cox 

transformation points that the transformed dataset is Gaussian. A technique for detecting outliers in 

multivariate non-Gaussian data based on the squared Mahalanobis distance for normalized data was applied 

to ensure the removal of outliers. Three nonlinear regression models for each of the RFC, CBO, and WMC 

metrics were constructed. The confidence and prediction intervals of nonlinear regressions for each of the 

RFC, CBO, and WMC metrics were built. Well-known statistical characteristics PRED(0.25) and MMRE 

for both the primary and the test datasets show that the model quality is satisfactory. The confidence and 

prediction intervals of nonlinear regressions for these metrics can be used for estimation of the quality of the 

object-oriented design of the software. 

1 INTRODUCTION 

Statistical analysis of multivariate data plays an 

important role in many areas, including empirical 

software engineering [1]. Empirical software 

engineering studies apply various methods of 

multivariate statistical analysis. Assuring the validity 

of such methods and corresponding results is 

challenging and critical [2]. As it is known [3], many 

methods of multivariate statistical analysis are based 

on the assumption that the data is normally 

distributed. Also, we know [4] if the data are not 

normally distributed, it is misleading to draw 

conclusions based on the normal distribution. 

The above also applies to the well-known 

software metrics RFC (response for a class), CBO 

(coupling between object classes), and WMC 

(weighted methods per class). Although these 

metrics, along with three others (DIT - depth of 

inheritance tree, LCOM - lack of cohesion in 

methods, and NOC – a class's number of children), 

were proposed by Chidamber and Kemerer back in 

1991 [5] for measuring the three non-

implementation steps in Booch’s definition of the 

object-oriented design (OOD), they are still used 

today to solve and other problems [6-15], including 

software quality [16-21]. In [21] the author proposed 

to apply the confidence and prediction intervals of 

nonlinear regressions for the RFC, CBO, and WMC 

metrics for evaluating the quality of software 

systems from the point of view of their OOD. In [21] 

the three-variate Box-Cox normalizing 
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transformation was used to clean data from outliers 

and build the nonlinear regression models, the 

confidence and prediction intervals for the nonlinear 

regressions for the metrics RFC, CBO, and WMC 

since, firstly, according to the Mardia test, the three-

dimensional data of these metrics are not normally 

distributed and, secondly, the residuals distribution 

of the corresponding linear regression models is not 

Gaussian. However, the above use of the three-

variate Box-Cox transformation was based on the 

data sample from 51 open-source apps in Java. 

In this paper, we have extended the results to a 

larger amount of data of metrics RFC, CBO, and 

WMC. As in [21], to detect outliers we apply the 

technique based on the squared Mahalanobis 

distance for the multi-dimensional normalized data 

and to build the nonlinear regression models, the 

confidence and prediction intervals for the nonlinear 

regressions for the metrics RFC, CBO, and WMC 

we use both univariate and multivariate normalizing 

transformations. 

2 MATERIALS AND METHODS 

Existing researches show that the data of software 

metrics can deviate from normality. Empirical 

values from the data set published in [21], consisting 

of RFC, CBO, and WMC metrics, were not normally 

distributed. These metrics unveil multivariate 

skewness and kurtosis that do not conform to a 

multivariate Gaussian distribution. At the same time, 

well-known statistical methods that assume data 

normality may not be appropriate for the analysis. 

Therefore, it is required to perform data 

normalization using normalizing transformations, as 

in [21]. Corresponding to [22], the bijective 

multivariate normalizing transformation will be used 

to convert a not Gauss-distributed random vector 

𝑷 = {𝑋1, 𝑋2, … , 𝑋𝑚}𝑇 into a Gauss-distributed

random vector 𝑻 = {𝑍1, 𝑍2, … , 𝑍𝑚}𝑇:

𝑻 = Ψ(𝑷), (1) 

where 𝑚 is the number of metrics. 

A transformation inverse to (1) is the following: 

𝑷 = Ψ−1(𝑻). (2) 

In this research, we use multivariate Box-Cox 

transformation (BCT) (three-variate BCT in this 

case to transform values of each of RFC, CBO, and 

WMC metrics, taking into the correlation between 

the metrics): 

𝑍𝑗 = {
(𝑋

𝑗

λ𝑗 − 1) /λ𝑗 , if λ𝑗 ≠ 0;

𝑙𝑛(𝑋𝑗), if λ𝑗 = 0.
(3) 

There λ𝑗 is a parameter of BCT and 𝑍𝑗 is the Gauss-

distributed variable; 𝑗 = 1,2, … , 𝑚. The estimates of 

these parameters are calculated by the method of 

maximum likelihood as in [3]. 

For the Box-Cox transformation the log-

likelihood function is the following: 

𝐿(𝛌) = −
𝑁

2
𝑙𝑛(𝑑𝑒𝑡(𝑺𝑁)) + (𝛌 − 1) ∑ 𝑙𝑛 (𝑋𝑖)

𝑁
𝑖=0 . (4) 

There 𝛌 is the vector of lambda values, 

𝛌 = {λ1, λ2, … , λ𝑚}; 𝑁 is the number of data rows;

𝑺𝑁 is the sample covariance matrix:

𝑺𝑁 =
1

𝑁
∑ (𝑻𝑖  −  𝑻) (𝑻𝑖 − 𝑻)𝑇𝑁

𝑖=1 . (5) 

There 𝑻 is the sample mean vector, 

𝑻 = {𝑍1, 𝑍2, … , 𝑍𝑚}𝑇; �̅�𝑗 =
1

𝑁
∑ 𝑍𝑗𝑖

𝑁
𝑖=1 ;𝑗 = 1,2, … , 𝑚.

To ensure the removal of outliers, we apply a 

technique based on the squared Mahalanobis 

distance for normalized data, as described in [22]. 

For each multivariate data point the squared 

Mahalanobis distance 𝑑𝑖
2 can be calculated as

𝑑𝑖
2 =  (𝑻𝑖  −  𝑻)𝑇 ⋅ 𝑺𝑁

−1 ⋅ (𝑻𝑖  −  𝑻). (6) 

There 𝑺𝑁 is the sample covariance matrix as defined

in (5). 

Regarding to [21], data points having 𝑑𝑖
2 that are

greater than 3(𝑁2 − 1)𝐹3,𝑁−3,0.005/𝑁(𝑁 − 3) are

treated as outliers. 𝐹3,𝑁−3,0.005 is the F-distribution

quantile with 3 and 𝑁 − 3 degrees of freedom and a 

significance level of 0.005. 

All identified outliers must be removed if 

present. 

After removing outliers it is possible to estimate 

the quality of data points. This requires constructing 

intervals of the prediction and of the confidence for 

non-linear regression models for each metric. As 

in [21], we will use the transformation inverse to (1) 

and regression analysis for the prediction interval 

construction: 

Ψ𝑌
−1 (�̂�𝑌 ± 𝑡α

2
,ν𝑆𝑍𝑌

{1 +
1

𝑁
+ (𝒛𝑋

+)𝑇𝑺𝑍
−1(𝒛𝑋

+)}

1

2
), (7) 

where Ψ𝑌 is the normalizing transformation

component for the dependent variable Y; �̂�𝑌 is a

result of prediction with the equation of linear 
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regression, �̂�𝑌 = �̂�0 + �̂�1𝑍1 + �̂�2𝑍2; tα

2
,ν is a quantile 

of the Student’s t-distribution having ν degrees of 

freedom; ν = N − 3; 𝒛𝑋
+ is a vector consisting from

𝑍1𝑖
− �̅�1, 𝑍2𝑖

− �̅�2 for row 𝑖; �̅�𝑗 =
1

𝑁
∑ 𝑍𝑗𝑖

𝑁
𝑖=1 , 

𝑗 =  1, 2, … , 𝑘; 𝑆𝑍𝑌
=

1

ν
∑ (𝑍𝑌𝑖

− �̂�𝑌𝑖
)

2𝑁
𝑖=1 .

In the (7) 𝑺𝑍 is the covariance matrix of the

predictor variables, defined as (4): 

𝑺𝑍 = (
𝑆𝑍1𝑍1

𝑆𝑍1𝑍2

𝑆𝑍1𝑍2
𝑆𝑍2𝑍2

), (8) 

where 𝑆𝑍𝑞𝑍𝑟
= ∑ [𝑍𝑞1

− �̅�𝑞]𝑁
𝑖 [𝑍𝑟𝑖

− �̅�𝑟],

𝑞, 𝑟 =  1, 2; �̅�𝑗 =
1

𝑁
∑ 𝑍𝑗𝑖

𝑁
𝑖=1 , 𝑗 =  1, 2.

For constructing intervals of the prediction for 

each of the involved metrics, we sequentially should 

treat one of the normalized metrics as the dependent 

variable of (7), and the remaining 𝑘 metrics as 

independent variables of (7). 

Regarding [21], for data points that are located 

inside the range between lower and higher values of 

the interval of the confidence (for each RFC, CBO, 

and WMC metrics) software quality is medium. For 

data points that are located inside the range from a 

lower value of the interval of the prediction to a 

higher value of the interval of the confidence for 

each metric, software quality is high. For other data 

points software quality is low. 

3 ANALYSIS OF METRICS OF 

SOFTWARE DEVELOPED IN 

JAVA 

An illustration of how we can use the listed methods 

of statistical analysis on the multivariate data when 

the data are not normally distributed will be 

provided. This illustration will be done by the 

estimation of the OOD quality of the software. Like 

in [21], we will use software-level RFC, CBO, and 

WMC metrics to construct three corresponding 

regression models, and intervals of the prediction 

and the confidence. In addition to the data described 

in [21] (53 rows), we will use 35 more data rows 

with empirical values of RFC, CBO, and WMC 

metrics for the software developed in Java. 

Additional rows are provided in Table 1. 

These values were collected for the software 

developed in Java and stored in the public GitHub 

repositories. The collection of these values was 

performed by the CK framework on the class level, 

and then the values were converted to the software 

level by averaging the number of classes. 

Table 1: OOD Metrics for the software developed in Java. 

Repository RFC CBO WMC 

3D-TETRIS 9.906 4.547 21.516 

Chemtris 5.234 3.455 4.977 

Cubes 7.479 5.212 8.506 

DestinationSol 12.923 8.344 12.34 

finisterra 8.812 5.954 7.342 

GDX-RPG 9.267 4.449 11.096 

GdxGame 11.408 5.942 9.777 

kickoff 8.068 5.227 8 

Klooni1010 9.471 6.059 8.824 

Koru 6.587 3.985 5.726 

lightblocks 9.838 5.063 10.515 

mario-game 9 5.022 9.109 

martianrun 8.475 4.459 9.918 

marvelous-bob 7.085 6.641 5.41 

mini2Dx 10.156 5.039 14.939 

Norii 15.193 6.62 17.422 

Novix 10.06 3.595 5.888 

OasisGame 9.373 6.152 8.088 

odb-naturally-selected-2d 6.137 6.874 6.263 

OverblownGame 7.94 6.508 10.377 

Particle-Park 10.029 5.086 5.714 

The first 3 rows from Table 1 will be merged 

with 53 rows from the dataset described in [21] (56 

rows in total). 32 more rows from Table 1 will be 

used as a test dataset. 

Checking the merged dataset with Mardia’s test 

shows that this dataset is not Gaussian (multivariate 

skew 𝛽1 = 11.66 and multivariate kurtosis

𝛽2 = 27.17). Therefore, as expected, it is not

possible to apply the method based on the squared 

Mahalanobis distance for unnormalized data to 

remove outliers and use linear regression analysis 

(the residual distribution of the corresponding linear 

regression models is not Gaussian). 

Following [21], it is needed to use multivariate 

normalizing transformations to remove outliers from 

the data and construct non-linear regression models, 

and intervals of the prediction and the confidence. In 

this illustration, we will use multivariate Box-Cox 

transformation (3). Here we sequentially replace 𝑍𝑗,

𝑋𝑗, λ𝑗 with 𝑍𝑅𝐹𝐶, 𝑋𝑅𝐹𝐶, λ𝑅𝐹𝐶 , then with 𝑍𝐶𝐵𝑂, 𝑋𝐶𝐵𝑂,

λ𝐶𝐵𝑂, and finally with 𝑍WMC, 𝑋WMC, λWMC.

The estimation of 𝛌 for (3) was done using the 

corresponding log-likelihood function (4). Estimates 

were calculated using the Apache Math library 

implementation of the BOBYQA Optimizer (Bound 

Optimization BY Quadratic Approximation). 
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Piece of a computer program in Java to get 

estimations of 𝛌 with BOBYQA: 

public static double[] 

estimateLambda(double[][] data) { 

  int dimension = data[0].length; 

  double[] initialGuess = new 

double[dimension]; 

  Arrays.fill(initialGuess, 1.0); 

  MultivariateFunction objective = 

lambda -> computeLogLikelihood(data, 

lambda); 

  BOBYQAOptimizer optimizer = new 

BOBYQAOptimizer(2 * dimension + 1); 

  PointValuePair result = 

optimizer.optimize( 

 MaxEval.unlimited(), 

MaxIter.unlimited(), 

new ObjectiveFunction(objective), 

GoalType.MAXIMIZE, 

new InitialGuess(initialGuess), 

SimpleBounds.unbounded(dimension) 

  ); 

  return result.getPoint(); 

} 

Multivariate Box-Cox transformation parameter 

estimates for 56 rows are the following: λ̂RFC =

0.2562,  λ̂CBO = 0.7704, λ̂WMC = −0.2198.

Multivariate distribution after applying the 

multivariate Box-Cox transformation (3) with 

estimated parameters has a multivariate skew 

𝛽1 = 1.53 and multivariate kurtosis 𝛽2 = 15.45.
Specified value points that the transformed dataset is 

Gaussian. Therefore, it is possible to apply 

regression analysis on the transformed dataset, 

having previously checked for outliers. 

Outliers check was done using (6) by calculating 

the squared Mahalanobis distance for each of the 3-

dimensional rows. Sample means for this data are 

�̅�𝑅𝐹𝐶 = 6.903, �̅�𝐶𝐵𝑂 = 2.086, Z̅𝑊𝑀𝐶 = 4.038. The

corresponding sample covariance matrix is the 

following: 

𝑺𝑁
−1 = (

0.451 0.384 −0.997
0.384 46.262 −12.904

−0.997 −12.904 6.747
). 

The largest value of the squared Mahalanobis 

distance calculated with (6) is 𝑑𝑚𝑎𝑥
2 = 12.08. This

value is smaller than a quantile of the F distribution 

with degrees of freedom 3 and 53 and a significance 

level of 0.005. It means that the transformed dataset 

does not contain significant deviations that can be 

treated as outliers. 

By sequentially treating one of the normalized 

metrics as the dependent variable and the remaining 

2 metrics as independent variables, we constructed 

three nonlinear regression models for each of the 

RFC, CBO, and WMC metrics based on 3-variate 

BCT: 

Y=[λ̂𝑌(�̂�𝑌 + ε)]
1/λ̂𝑌

. (9) 

There �̂�𝑌 is a result of prediction with the 

equation of linear regression, 

�̂�𝑌 = �̂�0 + �̂�1𝑍1 + �̂�2𝑍2 that depends on predictors

𝑍1 and 𝑍2 for the Gaussian data transformed with

3-variate BCT; is ε is a Gaussian random variable,

ε~𝑁(0, σε
2).

The estimates of the parameters for the nonlinear 

regression models (9) for each of the RFC, CBO, 

and WMC metrics are provided in Table 2. The 

distribution of ε of each linear regression for 

normalized metrics was Gaussian regarding the Chi-

square test with a significance level of 0.05. 

Residual distributions and the density of the 

corresponding Gaussian distributions are shown in 

Figure 1. 

(a) 

(b) 

(c) 

Figure 1: Residuals distributions of the linear regression 

models for the normalized values of RFC (a), CBO (b), 

and WMC (c) metrics. 
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Table 2: The estimates of the parameters for the nonlinear 

regression models. 

No Y �̂�0 �̂�1 �̂�2 σε
2 MMRE PRED 

1 RFC -0.972 0.148 1.913 0.389 0.16 0.839 

2 CBO -0.752 2.367 -0.913 1.555 0.241 0.679 

3 WMC 1.017 0.279 -0.008 0.148 0.224 0.643 

We used the popular characteristics, MMRE and 

PRED(0.25), to evaluate the predictive accuracy of 

nonlinear regression models (9) for each of the RFC, 

CBO, and WMC metrics. It is acceptable to have an 

MMRE of no more than 0.25 and a PRED(0.25) of 

no less than 0.75. The MMRE and PRED(0.25) 

values for the abovementioned models are shown in 

Table 2. These characteristics show that the model's 

quality is satisfactory. 

To compute the intervals of the prediction and of 

the confidence for the nonlinear regression for the 

RFC metric the following values will be used in (7) 

and (8): 𝑆𝑍𝑌
= 0.157, �̅�1 = 6.903, �̅�2 = 2.086,

𝑺𝑍
−1 = (

0.005 −0.027
−0.027 0.385

). 

To compute intervals of the prediction and the 

confidence for the nonlinear regression for the CBO 

metric the following values will be used in (7) and 

(8): 𝑆𝑍𝑌
= 2.510, �̅�1 = 4.038, �̅�2 = 2.086, 

𝑺𝑍
−1 = (

0.078 −0.214
−0.214 0.820

). 

To compute intervals of the prediction and the 

confidence for the nonlinear regression for the 

WMC metric the following values will be used in (7) 

and (8): 𝑆𝑍𝑌
= 0.0228, �̅�1 =4.038, �̅�2 = 6.903,

𝑺𝑍
−1 = (

0.056 −0.016
−0.016 0.007

). 

To compute intervals of the prediction and of the 

confidence for the nonlinear regression for each of 

the RFC, CBO, and WMC metrics the following 

values will be used in (7) and (8): 𝑁 = 56, ν = 53, 

𝑡0.025,53=2.006.

For the test dataset consisting of 23 rows, the 

values of the MMRE and PRED(0.25) for the 

nonlinear regression models (9) for each of the RFC, 

CBO, and WMC metrics are provided in Table 3. 

Table 3: Nonlinear regression models quality 

characteristics for the test dataset. 

No Y MMRE PRED 

1 RFC 0.114 0.875 

2 CBO 0.347 0.375 

3 WMC 0.190 0.719 

These characteristics for the test dataset also 

show that the model's quality is satisfactory. 

4 DISCUSSION 

For statistical analysis of RFC, CBO, and WMC 

metrics, we propose to apply their normalization 

using the three-variate Box-Cox transformation. 

This choice is due to the following. Firstly, the 

three-dimensional data of these metrics are not 

normally distributed and, secondly, the residuals 

distribution of the corresponding linear regression 

models is not Gaussian. 

To detect the three-dimensional outliers in the 

data, we applied the appropriate technique [22] 

based on the multivariate normalizing 

transformations. The use of the three-variate Box-

Cox transformation allows us to additionally take 

into account the correlation between RFC, CBO, and 

WMC metrics. 

To build the confidence and prediction intervals 

for the nonlinear regressions for RFC, CBO, and 

WMC metrics for evaluating the quality of open-

source apps in Java, we used a 0.05 significance 

level, as the appointed one usually, although this 

value may be discussed. 

The statistical analysis of RFC, CBO, and WMC 

metrics based on the three-variate Box-Cox 

transformation demonstrates its capabilities. In the 

future, it is necessary to build corresponding 

mathematical models based on other data sets. 

5 CONCLUSIONS 

For statistical analysis of RFC, CBO, and WMC 

metrics, have proposed to apply their normalization 

using the three-variate Box-Cox transformation. To 

detect the outliers in the three-dimensional data of 

RFC, CBO, and WMC metrics and to estimate the 

confidence and prediction intervals of nonlinear 

regressions for these metrics, we need to use three-

variate transformations. The constructed confidence 

and prediction intervals of nonlinear regressions for 

the above metrics may be applied to estimate the 

quality of open-source software in Java. 

Moving forward, we plan to develop examples of 

statistical analysis of RFC, CBO, and WMC metrics 

that do not have limitations due to the programming 

language and the sample size. 
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Abstract: This study explores the potential of Small Language Models (SLMs) as an efficient and secure alternative to 

larger models like GPT-4 for various natural language processing (NLP) tasks. With growing concerns around 

data privacy and the resource-intensiveness of large models, SLMs present a promising solution for research 

and applications requiring fast, cost-effective, and locally deployable models. The research evaluates several 

SLMs across tasks such as translation, summarization, Named Entity Recognition (NER), text generation, 

classification, and retrieval-augmented generation (RAG), comparing their performance against larger 

counterparts. Models were assessed using a range of metrics specific to the intended task. Results show that 

smaller models perform well on complex tasks, often rivalling or even outperforming larger models like Phi-

3.5. The study concludes that SLMs offer an optimal trade-off between performance and computational 

efficiency, particularly in environments where data security and resource constraints are critical. The findings 

highlight the growing viability of smaller models for a wide range of real-world applications. 

1 INTRODUCTION 

In the period of large language models (LLM) 
dominance in the market, some companies are 
thinking about the security of their data when 
developing their own solutions using open source 
LLM application programming interfaces(API). Data 
leaks, identity theft and other types of malicious 
activity may present a challenge when using these 
solutions, as company data may contain sensitive 
information such as personal documents, financial 
reports and so on. Given the specifics of the business 
area, companies are enticed to train their own custom 
LLMs or provide data to outside vendors for them to 
train the models, facing the same obstacles described 
earlier. [1] In addition, such systems require 
computational power that require outsourcing LLMs 
into Cloud, which cannot function without the 
Internet, as they send requests to APIs, saving the 
computing resources of the device. 

It is also worth noting that sometimes the use of 
large models (such as GPT-4o, Claude Sonnet-3.6 or 
even Llama-70b) for simple tasks such as text 
classification or answers to household questions. This 
leads not only to an increase in the cost of such a 
system, but also to the execution time, which 
negatively affects the user experience directly. 

2 OBJECTIVE AND TOOLS 

This study aims to evaluate the efficacy of Small 

Language Models (SLMs) as viable alternatives to 

larger models for specific natural language 

processing tasks in resource-constrained 

environments. The primary challenge lies in applying 

such models to a range of tasks commonly employed 

by researchers to enhance productivity or automate 

routine processes. For instance, in fields like 

healthcare, where data security is critical, reliance on 

large corporations for data management may be 

inappropriate due to confidentiality concerns. It is 

therefore necessary to identify the core tasks that 

small language models (SLMs) must be capable of 

performing to effectively address the demands of 

contemporary research. 

To comprehensively evaluate SLM performance, 

we have identified five core NLP tasks that represent 

common requirements in research and practical 

applications: 

1) Translation - The conversion of text between

major world languages, representing a

fundamental yet well-defined linguistic task that

serves as a baseline for model linguistic

capabilities.
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2) Summarization - The extraction and

condensation of key information from longer

texts, requiring semantic understanding and

content prioritization abilities.

3) Named Entity Recognition (NER) - The

identification and classification of named

entities within text, representing a structured

information extraction task that evaluates the

model's ability to recognize semantic patterns.

4) Text Classification - The categorization of text

into predefined or custom classes, requiring the

model to understand context and apply flexible

classification schemas.

5) Retrieval-Augmented Generation (RAG) - The

integration of external context into generated

responses, evaluating the model's capacity to

process supplied information and incorporate it

into outputs.

These tasks were selected to provide a 

comprehensive assessment of both fundamental and 

advanced linguistic capabilities required in 

contemporary research and practical applications. 

The selection of models for evaluation was 

governed by the following criteria. The first one is the 

limitation of the number of parameters and the size of 

the model. In this research small models up to 2B 

parameters are observed, because such models are 

small enough to be able to run locally on any research 

hardware without affecting system performance, in 

addition chosen models should be up to 2.5GB. It is 

important to consider not only the average value but 

also specific metrics, such as IFEval (instruction-

following evaluation, used for evaluation model’s 

capabilities to follow instructions), MUSR (multistep 

soft reasoning, used for understanding large contexts 

and reasoning) and not necessarily but still it would 

be good BBH (big-bench Hard, used for general 

understanding of the world).  

The evaluation incorporates multiple model 

families, including fine-tuned variations of Llama, 

Qwen [11] and its variations and also a bunch of 

different non NLP related models (different 3d, 2d 

visualizations which are not considered in this 

article). [13] And the SmolLM [1] family, whose 

capabilities prompted this investigation. 

Additionally, the Phi-3.5 model from  Microsoft was 

incorporated to serve as a comparative benchmark 

against the other smaller models. Each model will be 

systematically evaluated across all six tasks using 

task-specific metrics that accurately reflect 

performance quality. The evaluation will be 

conducted within a controlled environment using 

identical prompts, configuration parameters, and 

system instructions to ensure comparative validity. 

The experimental setup will utilize the distributed 

AI platform described in Section 3, which enables 

efficient deployment and testing of multiple models 

simultaneously while maintaining consistent 

evaluation conditions. 

3 PLATFORM 

For this study, a distributed AI platform was 

implemented using a network of Raspberry Pi 

devices, interconnected in a tree topology augmented 

with additional inter-level connections following a 

De Bruijn sequence. This configuration, combined 

with an MLOps (Machine Learning Operations) 

process, provides an efficient and cost-effective setup 

for deploying and testing SLMs for the purposes of 

this research. The goal is to utilize the advantages of 

the embedded systems and locally deployable nature 

of Raspberry Pi hardware to evaluate the performance 

of SLMs across a range of natural language 

processing (NLP) tasks, while ensuring efficient 

model training and deployment workflows. The 

platform is organized in a tree topology with 

additional DeBrujin connections, where one central 

node (managed by Cloud in this case) managed the 

coordination of tasks, while multiple Raspberry Pi 

devices handled SLM tasks. [6] This hierarchical 

structure allowed the system to scale easily, with 

additional nodes onboarding different models, 

demonstrated in this work (Fig. 1). This approach 

showcases the decentralized nature of Edge 

computing, with local deployment, which is 

beneficial for the systems that utilize SLMs. 

Figure 1: Example of an AI platform using the described 

approach. 
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In order to use this system optimally, MLOps is 

used in streamlining the machine learning lifecycle 

within this platform. The CI/CD pipeline was 

responsible for automating the workflow of data 

preparation, model training, validation, deployment, 

and monitoring. Specifically, these tools  are used to 

automate the deployment of SLMs across the 

Raspberry Pi devices, ensuring that necessary updates 

are propagated across the network. In addition, this 

platform provides a framework for continuous 

integration and continuous delivery, allowing the new 

models to be iteratively improved based on real-time 

performance feedback and continuous training of 

SLMs. Each Raspberry Pi node was equipped with a 

lightweight containerized environment, which 

allowed for the isolated execution of different SLMs. 

This containerization ensured that each model could 

run independently on the devices without interfering 

with other processes, optimizing the overall 

performance and stability of the system. The nodes 

communicated through a message-passing interface, 

enabling them to share intermediate results, such as 

model predictions, across the distributed network in 

real time. 

The distributed setup, coupled with the MLOps 

process, allowed for efficient parallel processing 

during model evaluation. Moreover, this process 

enabled continuous monitoring of the models' 

performance, with real-time metrics being collected 

and analyzed. This helped ensure that the models 

were functioning as expected and allowed for quick 

troubleshooting in the event of model drift or errors. 

In order to leverage the benefits of using such 

approach and to test new model parameters or 

sequences, LM Studio is used for the experiments. 

LM studio is integrated through the API with the user 

interface, furthermore, it allows for simple integration 

into continuous training process, which is beneficial 

for the platform’s ability to rapidly reconfigure itself 

in various scenarios. The ability to quickly iterate on 

models and deploy them across the Raspberry Pi 

network made it possible to optimize their 

performance on specific tasks, all while maintaining 

a low resource footprint. For example, while one node 

handles a translation task, another could 

simultaneously work on summarization, and a third 

could be responsible for Named Entity Recognition 

(NER). This parallel processing capability 

significantly reduced the overall execution time for 

testing multiple models on various tasks, making the 

setup highly efficient and scalable for handling large 

volumes of data. 

4 EXPERIMENTS 

In order to test such models it is necessary to collect 

some data from these tasks. Additionally, all models 

were tested using the platform described in the 

previous paragraph, which is specifically designed for 

rapid reconfiguration and deployment of various 

models. 

The same parameters (numbers – refer to 

screenshot 15.01) such as Seed value, temperature, 

context size were set for all models (see Table 1 for 

model specifications). The models were not provided 

with any prior interaction history, as the evaluation 

was conducted without the use of contextual cues or 

supplementary prompts. Additionally, all models 

were provided with the same system prompt, which is 

default for all models. 

Table 1: Model overview. 

Model name Number of 

parameters 

Model size Quantizati

on 

google/gemma-2-2b-

it 

2b 1.52GB q4 

Qwen/Qwen2.5-

1.5B-Instruct 

1.54b 1GB q4 

meta-llama/Llama-

3.2-1B-Instruct 

1.24b 1.23GB q4 

Qwen/Qwen2.5-

0.5B-Instruct 

0.494b 0.65GB q8 

HuggingFaceTB/Sm

olLM2-1.7B-Instruct 

1.71b 1GB q4 

HuggingFaceTB/Sm

olLM2-360M-

Instruct 

0.362b 0.7GB q16 

microsoft/Phi-3.5-

mini-instruct 

3.82b 2.23GB q4 

4.1 Model Comparison 

In this section, we compare different models using a 

set of metrics, all specific to each task. 

Translation. In this case, the reference translation 

of the text was compared with the translations 

generated by the models. For evaluation, COMET 

(Crosslingual Optimized Metric for Evaluation of 

Translation), a state-of-the-art tool for the automatic 

assessment of machine translation quality [2], was 

utilized. This metric is particularly appropriate, as it 

is grounded in a pre-trained XLM-RoBERTa 

language model, which facilitates the evaluation of 

both linguistic accuracy across multiple languages 

and the contextual coherence of the translated text. 

This metric was applied to the outputs generated by 

our models, yielding the following results (Fig. 2). 
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Figure 2: Comparison between different SLMs using 

COMET. 

As shown on the graph (Fig. 2.), the model 

developed by Google outperforms the others, which 

can be attributed to the extensive multilingual training 

data used for the Gemma model family. This training 

approach enabled the model to achieve higher 

performance in understanding a wide range of 

languages, particularly those that are most commonly 

used. The worst values were obtained from the Phi-

3.5 model because of its tendency to write verbose 

explanations, when it was not inquired to do so. In 

addition, this model tends to constantly write what 

words it translated and why. This affects both the 

evaluation and the user experience. The difference 

between variying degrees of quantization of Llama-

3.2-1b models is evident, wtih int4 performing 

significantly worse than int8. 

The largest model Phi-3.5 has a peculiarity to 

describe additional information, when it is not 

explicitly asked for. 

Summarization In this traditional task, we will 

evaluate the models using the BERTScore metric, 

which, similar to COMET, leverages pre-trained 

language models such as BERT (Bidirectional 

Encoder Representations from Transformers) to 

assess the semantic similarity between the predicted 

text and the reference text. Because of the 

bidirectional representation of words and the 

transformation of texts into a vector space, 

BERTScore helps to better determine the degree of 

semantic similarity between texts. [3] Below are the 

results of the models in our tests:  

When analyzing the test results (Fig. 3) it is noted 

that all the tested models are highly efficient for the 

explored tasks. It is worth mentioning that the 

SmolLM2 family models - both models (larger and 

medium sized), were able to perform significantly 

better than the largest model among all presented - 

Phi-3.5. It can also be concluded that for this task, 

smaller models such as SmolLM2-360m are more 

effective, as they make optimal use of the device's 

computing power—an advantage that is less 

prominent in the Phi-3.5 model. 

Figure 3: Comparison between different SLMs using 

BERT. 

NER. In this instance, the models were evaluated 

based on their prediction accuracy using the 

following (1), which incorporates both the 

incompleteness of the model's response and a penalty 

for failure to adhere to the provided instructions: 

(1) 

In this equation, Correct - fully correct entities, Partial 

- partially correct entities. - TotalTrueEntities - total

number of true entities.

Based on this (2), the models are evaluated:

(2)

where ExtraSymbols indicates the presence or 

absence of additional irrelevant content in the model's 

response, and Rbase represents the base accuracy 

value calculated from (1). The final rating (Rfinal) is 

penalized by a factor of 2 when the model's output 

contains extraneous symbols or information not 

requested in the query. This penalty mechanism was 

implemented to quantitatively account for the models' 

adherence to the instruction constraints, as 

superfluous output can negatively impact both 

computational efficiency and user experience in 

practical applications. This approach allows for a 

more comprehensive evaluation of model 

performance beyond mere entity recognition 

accuracy, incorporating the quality and precision of 

the generated output as essential evaluation criteria. 

A notable result of the study is the unexpectedly high 

performance of the Qwen-2.5-0.5b and SmolLM2-

360m models, which demonstrated exceptional 

performance on a task that is traditionally considered 
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to be more complex for models with a limited number 

of parameters. This result is of particular interest 

because it contradicts the commonly held assumption 

of a direct correlation between model size and the 

quality of its performance on complex linguistic 

tasks. 

In the context of this study, the use of Large 

Language Models (LLMs) demonstrates significant 

advantages over traditional natural language 

processing tools such as Spacy. The key difference 

lies in the quality and structured nature of the output 

data. While LLMs generate logically organized and 

easily human interpretable output, Spacy-based 

solutions, despite their transformational architecture, 

often provide less coherent output consisting of a set 

of semantically similar tokens. This observation 

highlights the superiority of LLM in tasks requiring 

not only processing accuracy but also human-

readable results. 

Classification. This classification task stands out 

from the classic approach by employing custom user 

classes. User classes are named, defined and modified 

by the user. Accuracy metric is used as an expected 

model output, formatted either solely as a class or a 

structured output defining a class. Therefore, 

accuracy metric is the best fit for this task and it 

accurately displays the classification task. 

 (3) 

Figure 4: Comparison between different SLMs using 

Accuracy metric for classification task. 

The task itself is complicated by the fact that the 

model, as previously mentioned in the earlier 

example, must guess a custom category based on the 

custom description. Figure 4 illustrates the 

performance comparison of different SLMs in this 

classification task using the Accuracy metric. These 

categories can be different and the text can be 

inexplicable. Gemma predicted all the test cases, 

which is not the case with the latest models. Phi-3.5 

and Llama - like to hallucinate, giving a non-existent 

category or return the prompt itself that it was 

provided with. It is possible that by slightly 

modifying the prompt or system instructions, the 

performance of Qwen2.5-0.5b could be improved, 

potentially allowing it to achieve results comparable 

to its older counterpart or even outperform Gemma. 

RAG. This task is evaluated using the RAGAS 

(Retrieval Augmented Generation Assessment) 

estimation method, which is based on model 

evaluation by means of a larger model. In a similar 

way, LLM models are trained by using a model-

evaluator to evaluate the correctness of the model. 

The RAGAS approach in this experience evaluates 

any task but in this case it is applied to RAG tasks to 

observe how well the model responds. [4] The model 

estimator is openai-4o. The accuracy metric 

employed is implicitly consistent, assigning a value 

of 0 for incorrect responses and 1 for correct 

responses. The results of the evaluation can be 

observed below: 

Figure 5: Comparison between different SLMs using 

RAGAS approach. 

The analysis of the results (Fig. 5) demonstrates 

that all the models under study are capable of 

achieving a high level of performance. Special 

attention should be paid to the efficient performance 

of small-size models in particular Qwen2.5-0.5b and 

Llama-3.2-1b. Regarding the SmolLM-0.36b model, 

it is important to highlight its important characteristic: 

rather than providing short answers, it tends to 

reproduce a portion, or, in some cases, the entire input 

query within its own responses. 

5 CONCLUSIONS 

Based on a comprehensive analysis of the obtained 

results, conclusion can be reached that the Gemma-2-

2b-instruct model has performed better than the other 

researched models, taking into account that it has the 
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largest parametric characteristics among all the 

studied models. However, when considering the 

efficiency of computational resource utilization, 

special attention should be paid to the Qwen-2.5 

series model (in particular, the version with 0.5 

billion parameters), which demonstrates an optimal 

ratio between performance and resource intensity, 

despite the fact that it does not reach the maximum 

performance in terms of absolute metrics in this 

study. 

A notable aspect of the study is the performance 

of the Phi-3.5 model, which, despite its larger 

parametric characteristics and theoretical potential to 

perform more efficiently, did not demonstrate the 

expected superiority over smaller models. Contrary to 

initial assumptions that this model was expected to 

deliver qualitatively superior results due to its 

extended architecture, its actual performance was 

significantly below the leading position in the 

comparison table. This observation underscores the 

important conclusion that increasing the size of a 

model does not always correlate directly with 

improved performance in specific applications. 
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Abstract: The shift from printed to digital university prospectuses has transformed higher education marketing, 

integrating artificial intelligence and interactive technologies to improve communication. As institutions 

adopt AI-driven personalization, chatbots, and automated content structuring, the linguistic strategies used in 

prospectuses evolve to maintain clarity, engagement, and persuasion. However, little research has explored 

how digitalization influences the communicative-pragmatic aspects of these materials. This study examines 

how universities implement various linguistic strategies to structure digital prospectuses, ensuring they remain 

informative, persuasive, and accessible. By analyzing contemporary digital formats, the research identifies 

key trends in content presentation, engagement techniques, and AI-enhanced communication. The findings 

suggest that while automation improves accessibility and responsiveness, human-centered linguistic 

frameworks remain essential for maintaining credibility and trust. This study contributes to the understanding 

of digital prospectuses as adaptive, multimodal texts that merge traditional rhetorical techniques with AI-

driven engagement tools. The results highlight the need for universities to balance technological innovation 

with effective communication strategies, ensuring that digital prospectuses remain user-friendly, persuasive, 

and aligned with prospective students’ expectations in an increasingly digital landscape. 

1 INTRODUCTION 

Higher education institutions have traditionally used 

prospectuses to provide essential information about 

academic programs, campus life, and admissions. 

These materials were originally distributed in print, 

offering prospective students a tangible resource to 

explore their options. However, with the rise of 

digital technologies and the growing reliance on 

online platforms, universities have largely replaced 

printed prospectuses with digital versions available 

on their official websites [1]. This transition has 

improved accessibility, allowed for real-time updates, 

and introduced interactive features that enhance 

student engagement [3]. 

In this digital environment, the communicative-

pragmatic aspect of university prospectuses has 

become a key focus of research. Language choices, 

such as direct address, persuasive techniques, and 

interactive elements, are crucial in engaging 

prospective students and influencing their decisions 

[5, 7]. That’s why active usage of AI-powered tools 

such as chatbots, automated recommendations, and 

interactive multimedia and understanding linguistic 

and communicative strategies is essential for making 

university marketing materials accessible but also 

engaging and persuasive. 

2 RELEVANCE AND ANALYSIS 

OF THE TOPIC AREA 

Existing studies highlight key differences between 

printed and digital prospectuses. Printed materials 

offer a static, text-heavy experience that some 

students prefer for its tangibility and structured 

presentation [10]. In contrast, digital prospectuses 

incorporate real-time updates, multimedia elements, 
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and personalized content, enhancing engagement [1, 

9]. 

AI-powered tools such as chatbots and 

recommendation systems have introduced new levels 

of interactivity, allowing students to receive instant 

responses and tailored suggestions [11]. Universities 

also use Natural Language Processing (NLP) 

techniques to refine the wording of their 

prospectuses, ensuring clarity and relevance [6]. 

While these advancements improve accessibility, 

they also raise new questions about how digital 

environments influence language use and whether 

persuasive strategies differ from those in traditional 

printed formats. 

The communicative-pragmatic approach offers a 

valuable framework for examining digital 

prospectuses. Drawing on Speech Act Theory and 

Discourse Analysis, this study systematically 

identifies and categorizes specific linguistic features 

– such as directive speech acts (e.g., imperatives),

lexical items signaling institutional authority, and

rhetorical devices like repetition and contrast – that

are commonly used in digital university prospectuses.

Unlike traditional printed materials, digital

prospectuses allow for dynamic, interactive

communication, making it essential to understand

how linguistic strategies evolve in these contexts.

This study explores how AI and digitalization 

influence the linguistic aspects of university 

prospectuses. Unlike previous research, which has 

mainly focused on technical functionality and student 

engagement metrics, this analysis considers how 

language use, discourse structures, and persuasive 

techniques evolve in digital contexts. By bridging 

linguistic and technological perspectives, this study 

provides insights into how universities can optimize 

their communication strategies to effectively engage 

students in the digital age. 

3 METHODOLOGY 

This study employs a mixed-methods approach, 

integrating linguistic analysis and survey-based 

research to examine communicative-pragmatic 

strategies in digital university prospectuses. The 

rationale for this approach lies in the need to 

investigate both the structural and functional aspects 

of language in prospectuses and the engagement 

patterns of prospective students interacting with these 

materials. 

3.1 Survey Participants 

The study collected responses from over 150 

participants, primarily targeting prospective 

university applicants. The demographic composition 

was dominated by undergraduate students, who 

comprised 74% of the sample, followed by high 

school students (23%) considering university 

enrollment (Fig. 1). A smaller proportion consisted of 

postgraduate students and individuals in other 

categories. As shown in Figure 1, the majority of 

participants were undergraduate and high school 

students actively considering university enrollment. 

Figure 1: Students’ current academic status. 

3.2 Corpus Selection 

This study analyzed a corpus of 20+ digital university 

prospectuses from British higher education 

institutions, collected from their official websites. 

The following criteria were applied in corpus 

selection: 

1) Institutional Diversity: A mix of highly-ranked

and mid-tier universities to reflect variations in

communicative strategies.

2) Prospectus Format: Inclusion of both static

PDFs and interactive digital prospectuses

incorporating multimedia elements (videos,

chatbots, AI-driven recommendations).

3) Field Accessibility: Prospectuses were selected

from publicly available sources, ensuring

transparency and replicability in the analysis.

By limiting the dataset to British universities, this 

study provides a focused examination of 

communicative-pragmatic strategies within a specific 

25%
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educational and cultural context. This approach 

allows for a detailed linguistic comparison while 

aligning with the broader aim of evaluating AI-driven 

engagement techniques in UK higher education 

marketing. 

3.3 Research Design 

This study employs a mixed-methods approach, 

integrating linguistic analysis and survey-based 

research. This approach enables a comprehensive 

examination of both the linguistic features embedded 

in university marketing materials and the actual 

engagement patterns of prospective students 

interacting with these digital resources. 

A mixed-methods approach is particularly 

suitable for this study because: 

1) The linguistic analysis focuses on identifying

and coding instances of direct address, modal

verbs, personal pronouns, and evaluative

adjectives to determine how these features are

used to construct persuasive and engaging

messaging across different universities.

2) Survey responses validate these linguistic

features by assessing their impact on student

engagement and perception, offering empirical

support for textual findings.

3) The combination of computational text analysis

and user perception studies bridges the gap

between theoretical linguistic frameworks and

real-world digital engagement metrics.

By integrating these methods, this study advances 

the understanding of how language, technology, and 

user experience intersect in modern university 

marketing, contributing to the broader discussion on 

digital transformation in higher education. 

4 RESULTS 

While this study's linguistic analysis examined how 

language is used in digital prospectuses, the survey 

responses provide complementary insight into which 

language features and interactive elements students 

find most engaging. While official university 

websites remain the most trusted and widely used 

resource, other channels, such as social media, AI-

driven tools, and personal recommendations, also 

play a crucial role in shaping perceptions and 

decision-making. 

The findings confirm that digital platforms 

dominate the university research process, with 

official university websites serving as the primary 

information source. While social media plays an 

increasing role in shaping perceptions, traditional 

formats such as printed brochures have become 

largely secondary, reinforcing the shift toward online-

first recruitment strategies (Fig. 2). These findings 

emphasize that universities must adopt a multi-

channel approach, integrating persuasive digital 

content, AI-enhanced tools, and social engagement 

strategies to ensure that prospectuses remain a 

relevant and effective recruitment tool. 

Figure 2: How students typically research universities. 

Figure 3: Comparative usefulness of digital and printed 

university prospectuses. 

The findings confirm a clear shift toward digital-

first university communication, as illustrated in 

Figure 3. The preference for digital formats is driven 

by greater adaptability, accessibility, and 

interactivity, reinforcing previous results that printed 

brochures are the least utilized source of university 

information. While a small portion of students still 

value physical copies, their role in recruitment is 

diminishing as universities prioritize dynamic and up-

to-date digital resources. 
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Figure 4: Most engaging features of digital prospectuses. 

Students identified clarity of language as the most 

important factor in engagement (Fig. 4), highlighting 

the need for well-structured, accessible content in 

university marketing. Interactive elements, high-

quality visuals, and AI-driven personalization were 

also valued, reflecting an increasing demand for 

engagement beyond passive reading. These results 

reinforce the importance of a user-centered approach, 

where universities combine clear, persuasive 

language with digital interactivity to enhance 

engagement and influence decision-making 

effectively. 

The shift to digital university prospectuses has 

transformed how institutions communicate with 

prospective students. The integration of AI-driven 

tools, interactive elements, and data-driven 

personalization further enhances the following 

strategies: 

1) The informative strategy ensures that university

prospectuses provide concise, structured, and

factual content, a crucial aspect in digital

communication where students seek quick,

easily navigable information. This strategy is

realized through several tactics that are

increasingly shaped by digital tools:

1.1) Nominative Tactic. Reinforces institutional

identity through strategic university naming, 

aiding in brand recognition in search 

algorithms and digital marketing. The 

University of Manchester prominently 

features its name and achievements on its 

undergraduate prospectus homepage, 

reinforcing its brand identity: "At 

Manchester, we’ve always been about 

pushing forward. Since 1824, great minds 

have come here to challenge assumptions, 

create the exceptional, and change the 

world [15]."  

1.2) Detailing Tactic. Structured course 

descriptions help in SEO optimization and 

AI-driven content summaries for 

personalized recommendations. The 

University of Cambridge offers detailed 

descriptions of its undergraduate courses, 

providing prospective students with 

comprehensive information: "We offer over 

30 undergraduate courses at Cambridge, 

covering more than 65 subject areas [16]."  

1.3) Regulative Tactic. Directs students through 

hyperlinks, AI chatbots, and interactive 

navigation tools, making information 

retrieval seamless. The University of York 

employs interactive navigation tools in its 

digital prospectus, directing students to 

relevant information efficiently: "Our 

prospectus magazine gives you a deeper 

insight into what life on campus is really 

like, from the students already here [22]."  

2) The argumentative strategy strengthens a

university’s appeal by using data-driven

arguments, testimonials, and rankings, elements

that are increasingly automated and

personalized in digital spaces. 39% of students

prioritize data-driven language, indicating that

AI-driven personalization and dynamic statistic

updates enhance credibility:

2.1) Recommendation Tactic. Testimonials and

alumni success stories are frequently used in 

AI-driven chatbots and social proof elements 

on university websites. The University of 

Sussex showcases its global recognition and 

alumni achievements to enhance its appeal: 

"We’re highly ranked in the UK and world 

league tables, with our research, teaching 

and outreach recognised internationally 

[20]."  

2.2) Quality Assurance Tactic. Employment 

statistics and rankings are now delivered 

dynamically through personalized 

dashboards and automated recommendation 

systems. Harper Adams University 

emphasizes its strong graduate employment 

rate: "With cutting-edge facilities, the 

highest graduate employment rate in the UK 

(99.2%) and purpose-led education, Harper 

Adams is the perfect university for any 

applicant determined to make a lasting 

impact [12]."  
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3) The positioning strategy establishes a unique

institutional identity, crucial in a highly

competitive digital space where universities

must stand out. 69% of students engage more

with interactive digital prospectuses,

emphasizing the importance of AI-driven visual

storytelling:

3.1) Value Orientation Tactic. AI-generated

content can dynamically adjust mission 

statements and value propositions based on 

user interest. 

3.2) Differentiation Tactic. Machine learning 

models analyze student preferences to 

highlight unique features dynamically. For 

instance, if a prospective student 

frequently explores environmental science 

topics, the university's website might 

prominently feature its cutting-edge 

sustainability programs and research 

initiatives. 

3.3) Pictorial Visualization Tactic. VR campus 

tours, infographics, and interactive media 

enhance engagement and reinforce 

branding. Many institutions offer virtual 

tours that provide immersive experiences. 

University of Cambridge offers a 

comprehensive virtual tour featuring 360-

degree views of its historic architecture, 

libraries, and student accommodations, 

allowing prospective students to explore 

the campus remotely [17]. University of 

Warwick provides a 360° virtual tour that 

includes interactive panoramas of 

academic buildings, social spaces, and 

accommodation options, complemented 

by student ambassador videos [21]. 

4) The persuasive framing strategy subtly shapes

student perceptions, and in digital formats, this

is enhanced through AI-driven engagement

tools, adaptive content, and behavioral

targeting. While 33% of students prefer direct

address, 39% favor neutral descriptions,

suggesting that AI-generated engagement needs

a balance between personalization and

credibility:

4.1) Intrigue Creation Tactic: Personalized

email campaigns use automated intrigue-

based messaging to boost engagement. 

The University of Dundee provides 

guidance on the use of AI in teaching and 

assessment, reflecting a commitment to 

integrating advanced technologies into 

their educational framework [18]. 

4.2) Authority Appeal Tactic: AI curates 

expert-driven content to reinforce 

institutional credibility. The University of 

Liverpool provides comprehensive 

guidance on the appropriate use and 

referencing of AI in research, 

demonstrating leadership in the ethical 

application of AI technologies [19]. 

4.3) Intimization Tactic: Chatbots and 

personalized video messages create a sense 

of direct connection. For instance, the 

University of Oxford employs chatbots to 

provide instant support to prospective 

students, enhancing their engagement with 

the institution. Additionally, personalized 

video messages from faculty or current 

students can create a welcoming 

atmosphere, making prospects feel valued 

and connected. 

5) The regulative strategy focuses on directing

student engagement, a role increasingly played

by AI-driven tools. AI improves accessibility

and engagement, but its effectiveness depends

on the accuracy and relevance of

recommendations:

5.1) AI Chatbots for Instant Assistance:

73.8% of students find chatbots useful but 

require improvements in context-aware 

responses. Lancaster University 

introduced "Ask L.U.," a voice and chatbot 

interface that assists students with 

information about timetables, grades, and 

campus activities. This digital companion 

is accessible via mobile applications and 

Amazon Echo devices, enhancing the 

student experience through real-time 

assistance [14]. 

5.2) Personalized AI-Driven 

Recommendations: 60.2% value program 

and scholarship recommendations, 

reinforcing the need for adaptive AI-driven 

engagement. Collaborating with over 600 

higher education institutions, including the 

University of Cambridge and Imperial 

College London, Unibuddy connects 

prospective students with current students 

and alumni. This peer-to-peer engagement 

platform utilizes data-driven insights to 

match users based on interests and queries, 

facilitating personalized interactions [23]. 

5.3) Automated Summaries and Virtual 

Tours: AI-generated content summaries 

and interactive campus tours enhance 

information processing. Keele University 
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developed an interactive campus map 

using ThingLink, incorporating audio 

introductions and 360-degree videos. This 

virtual tour enables prospective students to 

familiarize themselves with the campus 

layout and facilities, enhancing their 

decision-making process [13]. 

AI and digital tools have significantly enhanced 

the effectiveness of linguistic strategies in university 

prospectuses. Clear structure and organization are 

improved through AI-generated summaries, while 

credibility is reinforced with real-time data and 

testimonials. Personalized content and interactive 

storytelling help universities stand out, making digital 

prospectuses more engaging. AI-driven adaptation 

also allows for more responsive and targeted 

communication. However, AI should support rather 

than replace human-driven linguistic strategies, 

ensuring that digital prospectuses remain clear, 

trustworthy, and engaging for prospective students. 

5 CONCLUSIONS 

The shift from printed to digital university 

prospectuses has transformed how institutions 

communicate with prospective students. This study 

highlights how AI-driven personalization, interactive 

design, and linguistic strategies work together to 

optimize engagement and influence decision-making. 

Digital prospectuses are not just informational tools 

but dynamic, adaptive platforms that integrate clear 

structure, persuasive content, and personalized 

recommendations to enhance accessibility and 

credibility. 

The findings confirm that students value clarity, 

interactivity, and data-driven content, with AI-

powered tools playing an increasing role in guiding 

their choices. However, while AI enhances 

navigation, personalization, and engagement, it 

should complement rather than replace human-driven 

linguistic strategies. Universities must balance 

automation with authentic, persuasive 

communication, ensuring that their prospectuses 

remain informative, engaging, and responsive to 

student needs in the digital age. 
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Abstract: In recent years, the popularity of NoSQL systems has grown significantly due to their flexibility and high 

performance when working with large volumes of data. Redis is one of the most popular key-value stores 

actively used in industry and education. However, automated approaches for NoSQL assignment evaluation, 

especially those involving advanced Redis modules, remain underdeveloped. This paper presents a web-based 

system for automated assessment of students’ Redis queries, supporting basic structures (e.g., list, sorted set, 

and hash manipulation) and advanced features (RedisJSON and RediSearch). The system provides instant 

feedback on syntax errors, enabling students to correct mistakes and resubmit solutions in real-time. A pilot 

study with 42 master’s students showed that about 78% successfully mastered the basics of Redis on the first 

try, while only 39% passed advanced assignments. With repeated attempts and targeted feedback, overall 

success on advanced tasks increased to 76%, highlighting the importance of continuous, automated guidance. 

The paper also discusses typical errors logged by the system (inconsistent or incorrect key naming, syntax 

errors when setting key expiration, incorrect index creation or JSON field references, etc.). The results 

demonstrate that integrating an automated Redis query assessment into educational programs can significantly 

enhance student engagement and learning efficiency. The flexible and modular design of the proposed system 

allows easy extension to other NoSQL databases and provides valuable data for instructors to refine teaching 

materials. 

1 INTRODUCTION 

Digital transformation drives the continuous 

development of data processing technologies and 

generates new technical challenges. Over the last 

decade, the increased demand for efficient handling 

of big, unstructured, and semi-structured data has led 

to the active development of NoSQL database 

management systems. For instance, the rapid growth 

of real-time analytics and IoT applications 

underscores the need for more flexible and scalable 

data solutions. 

According to DB-Engines Ranking [1], as of 

February 2025, relational DBMSs still occupy about 

72% of the market, while the remaining 28% are 

represented mainly by NoSQL solutions. At the same 

time, the demand for specialists familiar with non-

relational DBMSs is growing, which calls for 

modernizing the curricula in technical universities. In 

response, many educational programs now integrate 

specialized modules on NoSQL technologies to better 

equip students for emerging industry demands. The 

key direction of modernization is the development of 

automated knowledge assessment systems that allow 

students to get real-time feedback when performing 

database tasks. 

Despite developing tools for validating SQL and 

some document-oriented databases, key-value stores 

remain underrepresented in automated evaluation. 

Redis, one of the most popular in-memory solutions, 

is rarely considered a full-fledged teaching and 

validation object, especially for its advanced features 

(RedisJSON, RediSearch). This paper fills this gap by 

proposing a methodological and software toolkit for 

the automated assessment of Redis skills. 

2 LITERATURE REVIEW 

Many modern studies indicate a steady trend toward 

integrating NoSQL technologies into academic 

database programs [2 – 9]. The practice-oriented 

(hands-on) approach is the most widely used. It helps 
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students to deepen their understanding of modern data 

storage and processing methods. 

The modern ecosystem of non-relational DBMSs 

includes several major models (key-value stores, 

document stores, wide-column stores, and graph 

databases) [2, 10]. Redis is ranked 6th among all 

databases in the DB-Engines ranking and is widely 

used in the industry. It is often demonstrated to 

students as an in-memory NoSQL system showing 

the basic concepts: caching, message brokering, and 

real-time data processing. Some studies [2 – 4] 

confirm that integrating Redis into academic courses 

helps students better understand NoSQL’s theoretical 

aspects and acquire skills relevant to modern 

industrial tasks. 

Some authors study the problems of evaluating 

student queries in NoSQL. Thus, the paper [11] 

describes the peer correction technique: students 

assess their colleagues’ queries, identifying syntactic 

and semantic errors in SQL and NoSQL. The authors 

show that the average accuracy of such evaluations 

reaches 83%, and the correction results correlate 

moderately with the overall performance. The authors 

conclude that peer correction contributes to a better 

understanding of one’s own errors and the 

development of query writing skills.  

The paper [12] presents a TriQL system designed 

to teach three types of databases at once: relational 

(MySQL), graph (Neo4j), and document-oriented 

(MongoDB). Student work is assessed through lab 

assignments in which students compare the results of 

their queries executed on native engines. Such an 

approach helps to analyze the differences in depth and 

realize the advantages and limitations of each model. 

The authors of the paper [13] explore the possibilities 

of automatically evaluating student queries in SQL, 

MongoDB, and Neo4j using a combination of the 

PrairieLearn platform and proprietary analysis 

algorithms.  

The articles [14, 15] describe a similar 

mechanism. Students’ solutions in MongoDB and 

graph databases are executed through the 

PrairieLearn online platform, which automatically 

matches the results to a reference solution. Works 

[16, 17] describe the integration of the NoSQL Data 

Adapter module into the Moodle system, allowing 

students to perform queries remotely on NoSQL 

databases and receive instant automatic feedback.  

Analysis of current research shows that many 

authors focus on pedagogical aspects of learning and 

do not study query assessment automation. In 

addition, these works rarely address key-value 

systems.  

Existing platforms for automatic evaluation of 

student queries predominantly lack built-in NoSQL 

support. Some specialized solutions exist, e.g., 

MongoDB University (https://learn.mongodb.com/), 

Neo4j Sandbox (https://neo4j.com/sandbox/), 

DataStax Academy for Cassandra 

(https://www.datastax.com/dev/academy), and Redis 

University (university.redis.com). They provide 

interactive tools to teach mostly only basic 

operations, and the possibilities to integrate them into 

the classroom are limited.  

Thus, integrating NoSQL into university curricula 

and searching for efficient automatic evaluation of 

students’ assignments are topical problems that 

attract the attention of modern researchers. However, 

key-value stores – particularly Redis – do not receive 

sufficient attention in most works. The 

methodological aspects of teaching and automatic 

assessment of Redis’s advanced features (hash and 

JSON data indexing, full-text search, aggregation, 

etc.) have also been insufficiently studied and require 

further research.  

This paper aims to develop and justify a 

specialized methodological and software toolkit for 

the automated assessment of student queries in Redis 

with instant feedback and the ability to correct errors 

in the same session. 

3 METHODS AND MATERIALS 

3.1 General Solution Architecture 

As part of the research, we developed a web 

application to automate assessing students’ 

knowledge of using Redis. Its main components are: 

▪ Web interface (client part) for entering queries

and viewing results;

▪ Server part, which processes incoming queries

and interacts with Redis;

▪ Redis NoSQL server, where commands are

executed (taking into account RedisJSON and

RediSearch modules);

▪ A database (MongoDB) for logging and storing

the validation results.

In designing the application, we emphasized a 

modular architecture that facilitates straightforward 

updates and expansions. Instructors can modify or 

add functionalities by ensuring each component is 

loosely coupled without impacting other system 

parts.  

The architectural diagram of the system is 

presented in Fig. 1. 
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Figure 1: Architectural diagram of the system (source: 

author's development). 

The interaction of components takes place 

according to the scheme “client-server-Redis-

MongoDB.” The web interface accesses the server 

part, which forms and forwards requests to Redis. 

After that, the results are returned for display to the 

student, and at the same time, logs are written to 

MongoDB.  

3.2 Materials and Data Preparation 

A dataset covering all key Redis types – strings, lists, 

sets, sorted sets, hashes, bit fields, and geodata – has 

been developed to ensure comprehensive testing. It 

includes about 200 queries for inserting various 

information about stores, products, and customers, 

such as: 

HSET product:1 name "Espresso" price 

2.50 calories 3 caffeine 64 size "1 oz" 

ZADD store:1:menu 1 "Espresso" 2 

"Latte" 3 "Cappuccino" 4 "Americano" 5 

"Mocha" 6 "Flat White" 7 "Cold Brew" 8 

"Frappe" 9 "Green Tea" 10 "Chai Latte" 

LPUSH store:1:recent_orders "Vanilla 

Latte" "Espresso" "Caramel Macchiato" 

"Americano" "Mocha" "Cappuccino" "Flat 

White" "Cold Brew" "Frappe" "Green Tea" 

SADD loyalty:Gold customer:1 customer:4 

GEOADD store_locations -122.2585 

37.8614 "CityBrew University" 

Each task is stored as a JSON document and 

includes: 

▪ task description (context and required actions);

▪ a reference solution (one or more correct

queries);

▪ test query (optional – provided only when the

operation does not return a result).

Queries are grouped in collections according to 

the topics to which they relate. 

Example of a task JSON document (from the data 

selection collection): 

{ 

"Question": "Get the store with the 

lowest sales for the current month.", 

"Solution": ["ZRANGE monthly_sales 0 0 

WITHSCORES"], 

"Test": "" 

} 

Example of a task from the RediSearch collection: 

{ 

"Question": "Create an index and find 

users with Gold loyalty status. Return: 

name, email, loyalty_status. Sort by 

'name' ascending. Use LIMIT 0 1000.", 

"Solution": [ 

"FT.CREATE 

idx:customer_loyalty_only_gold ON HASH 

PREFIX 1 customer: SCHEMA 

loyalty_status TEXT SORTABLE name TEXT 

SORTABLE email TEXT SORTABLE", 

"FT.SEARCH 

idx:customer_loyalty_only_gold 

'@loyalty_status:Gold' SORTBY name ASC 

LIMIT 0 1000 RETURN 3 name email 

loyalty_status"], 

"Test": "" 

} 

The teacher creates tasks by combining different 

data structures and scenarios. The level of task 

complexity in the system is not directly fixed. If 

necessary, the teacher can flexibly control the “depth” 

and complexity of queries, forming a variety of task 

collections. 

For more precise control over the progress of 

learning, the tasks are divided into two main groups: 

basic operations (creation, modification, selection, 

deletion, simple aggregates) and advanced functions 

(RedisJSON, RediSearch): index creation, full-text 

search, aggregation, and work with complex JSON 

structures. 

3.3 Methods of Assessment and System 
Operation 

The algorithm for giving and executing assignments 

consists of these steps: 
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1) Selecting an assignment group: The student

indicates whether they want to do basic or

advanced assignments in the web interface.

2) Task list generation: Based on the teacher’s

settings, the system randomly generates a set of

assignments with the required number of tasks.

3) Task display: On the web application page, the

student sees the text of the current task and an

area to enter a Redis query (or queries).

4) Entering and executing: After entering the query

text, the student clicks the “Execute” button;

they can skip the question by clicking the “Skip”

button.

The system performs the following steps 

automatically: 

1) Parsing and splitting queries: The text the user

sends as a single answer to the current question

is split into separate Redis commands.

2) Resetting the test environment: Before each test

query, the initial dataset in Redis is recreated

anew, and all previously created indexes are

deleted. This guarantees the same initial

database state.

3) Student query execution: The system sends

commands to the Redis server. If Redis returns

a syntax error, the user is notified immediately,

and the testing process is paused. The student

can correct and send the query again for

execution (return to step 1).

4) Comparison with the reference solution: If the

query is executed without errors, the system

resets the data to its original state and executes

the reference query. The results (full text) are

then compared with the student query.

5) Saving logs: The testing process (task

description, reference solution and result,

student’s solution and result, and comparison

result in the form of true or false) is recorded in

MongoDB.

6) Final result output: The system provides the

student with a message listing the number of

correct queries, a list of incorrect queries, and a

notification about the test’s success.

The result of each task is considered correct if the 

final state of the data in Redis or the returned result 

matches the state of the data or the result of the 

reference solution. 

The system uses a full-text comparison of the 

output results of two solutions (user and reference). 

Each task description is designed to avoid evaluation 

ambiguities so that the final database state or query 

result is clearly defined once all requirements are met. 

For example, the assignment explicitly specifies the 

sorting order of the output records, the list of fields to 

include in the result, the numeric data types for the 

fields in the created index, and the record limit. This 

ensures high evaluation accuracy. 

However, despite its simplicity and reliability, 

this approach has certain limitations. To address 

these, it is planned to introduce structure-oriented 

comparison and more flexible matching rules (e.g., 

ignoring character case and the order of records in the 

result or supporting incomplete matches). These 

improvements will extend the system’s functionality 

and allow a more accurate evaluation of students’ 

queries, not limiting them to a rigid full-text check. 

The block diagram of the algorithm for automatic 

query evaluation is shown in Fig. 2. 

Figure 2: Block diagram of the algorithm for automatic 

query assessment (source: author's development). 

The teacher sets the minimum number of correct 

solutions required to pass the test. Based on these 

settings, a notification about the test’s success is 

generated. If the student falls short, they can retake 

the test.  
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3.4 User Interface 

The web application implements authentication via 

login and password matching the credentials of the 

NoSQL server. From a cybersecurity perspective, this

approach restricts access solely to enrolled university

students, as external registration is disabled. By pre-

registering accounts on the NoSQL server – managed 

by the instructor before the semester begins – the 

system minimizes the risk of unauthorized access and 

potential security breaches, ensuring that only 

verified and trusted users can interact with the testing 

environment. 

After logging in, the following functionality is 

available to the students: 

▪ selection of test type (“Redis basic” or “Redis

advanced” buttons);

▪ list of current tasks (issued sequentially);

▪ field for entering a query;

▪ “Execute” button;

▪ “Skip” button (in case the input field is empty);

▪ “Open dataset” button;

▪ “Quit” button to abort the test;

▪ displaying Redis syntax errors (if any).

Figure 3 shows a screenshot of the window while 

testing Redis advanced queries. The “Execute” button 

is inactive until the answer is entered. The gray text 

in the answer field reminds users that queries should 

be separated by a blank line. The system also allows 

the assessment of queries in MongoDB, and this 

functionality is currently being tested. 

Figure 3: Screenshot of the user window when taking the 

test (source: author's development). 

After the test is completed, the student receives 

final feedback. Skipped tasks are marked as incorrect 

and added to the list of incorrect queries. 

The web interface of the teacher (Fig. 4) provides 

the following features: 

▪ select a specific test kind and load a collection

of tasks;

▪ configure the number of tasks from each

collection that will be included in the test;

▪ delete a collection of tasks.

The administrator loads the data set (a set of 

commands for inserting data of different types). Logs 

can be exported in JSON format for review and 

analysis by the teacher. 

Figure 4: Screenshot of the instructor’s panel (source: 

author's development). 

4 RESULTS AND DISCUSSION 

For the pilot implementation of the system, 42 first-

year master’s students of the specialty “Open 

Informatics” were selected. All of them were willing 

to take the proposed tests. Participation in testing was 

not a mandatory element of the course: students took 

the tests to better prepare for the exam and to get 

additional feedback. This approach, on the one hand, 

ensures high motivation among test takers. Still, on 

the other hand, it may lead to a particular sampling 

bias (more interested or prepared students participate 

predominantly). In the future, it is planned to make 

the test mandatory and include it in the system of 

admission to the exam. 

Students performed two types of tasks: first, they 

mastered basic operations (creating, selecting, 

updating, and deleting data in Redis) and then moved 

on to advanced assignments related to the RedisJSON 

and RediSearch modules. Each participant took the 

test individually, receiving basic and advanced tasks 

randomly. 
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The results showed that most students (about 

78%) successfully coped with basic tasks on the first 

attempt. The main errors were related to syntactic 

inaccuracies in queries and attempts to scan across the 

hash fields. Thanks to the possibility of instant 

checking and resubmitting in case of a mistake, the 

average percentage of completed basic tasks reached 

93% after two or three attempts. This indicates the 

system provides the dynamic feedback needed to 

identify and correct errors in Redis basic commands 

quickly.  

Figure 5 shows a test log fragment with a 

student’s successful answer. 

Figure 5: Test log fragment (source: author's development). 

A common issue arose when students were asked 

to create additional data structures (e.g., sets) to serve 

as reverse indexes linked to existing hashes. Although 

students demonstrated competence in using standard 

hash commands (HSET, HGET, etc.), they struggled 

with conceptualizing how to populate complementary 

sets for more advanced searching. 

Students sometimes overlooked the specific 

naming conventions provided in the dataset. For 

instance, if the dataset used a particular prefix or a 

structured naming scheme (e.g., 

store:1:equipment), some students would create 

new keys without following the same format. This 

discrepancy could lead to mismatches with the 

reference solutions and to “incorrect result” flags in 

the automated checker. 

Another issue was the misuse of spaces in key 

names. Students occasionally introduced unintended 

spaces or special characters, causing Redis to 

misinterpret the command and corrupt the intended 

data structure. 

Another problem was the use of incorrect syntax 

when specifying the key “time to live”. Many 

students forgot to provide all the necessary 

parameters or specified the time in the wrong units. 

More problematic was the case with advanced 

Redis features, including RedisJSON and RediSearch 

capabilities. Only 39% of students could complete the 

test at the end of the first pass.  

Many students struggled to configure the index 

correctly when using RediSearch for full-text search 

or indexing JSON documents. Some omitted essential 

fields, causing incomplete search results, while others 

declared fields with the wrong data type. Even if the 

index was set up correctly, students often encountered 

errors when making search queries, such as 

improperly accessing fields in a JSON document. 

However, with repeated attempts and analysis of 

the errors displayed by the system, the success rate 

increased to 76%. This confirms that continuous 

automatic feedback gives students a deeper 

understanding of advanced Redis features. 

In addition to quantitative measures for automatic 

assessment, the system provided valuable 

information for further adjustments to the course 

materials.  

Thus, the results of implementation demonstrate 

the high efficiency of the system and the relevance of 

its use in the educational process. The proposed 

solution can be easily integrated into NoSQL training 

courses, complementing both classical lecture-

practical formats and distance learning programs. 

In the future, we plan to expand the assignment 

bank to include more “real-world” scenarios and to 

refine the hint system so that it not only indicates 

when an error has occurred but also gives guidance 

on how to correct it.  

The advantage of the developed systém is that it 

is easily extensible to other NoSQL databases. In 

particular, it currently allows testing queries in 

MongoDB and can be extended to Cassandra and 

Neo4j. Such improvements will further enhance the 

quality of training and student satisfaction with the 

results of their studies. 

5 CONCLUSIONS 

A literature review shows that modern NoSQL 

technologies are widely recognized as necessary for 

academic curricula. However, automatic assessment, 

especially for Redis queries, remains poorly studied. 

Therefore, a system must be developed to evaluate 

Redis queries automatically. 

The automated assessment system for student 

queries in Redis discussed in this paper demonstrates 

its effectiveness in teaching fundamental NoSQL 

concepts. Its key feature is instant feedback, which is 

provided in real-time. This allows students to identify 

and correct any syntax errors made immediately. 

Another essential capability of the created system is 

the support of advanced Redis modules.  
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Unlike existing online courses and sandboxes for 

Redis, the system presented here allows the instructor 

to customize assignment types (including advanced 

and more complex tasks), define a passing threshold, 

and track all user activity in real time.  

An essential advantage of the system is its 

modular architecture, which allows scaling the 

solution for any scenario and expanding the task 

bank. In addition, the system is easily extensible to 

other NoSQL databases (MongoDB, Cassandra, 

Neo4j).  

The pilot implementation showed that students 

have the most difficulties due to an incomplete 

understanding of the principles of working with key-

value databases. For example, they try to perform 

cross-hash scanning across all fields in basic queries. 

In addition, they have difficulties mastering advanced 

Redis features related to RedisJSON and RediSearch 

modules. The high error rate in tasks related to index 

creation and full-text search highlights the need to 

emphasize these topics in both the course’s 

theoretical instruction and practical classes. 

Storing tasks and reference solutions in JSON 

format facilitates the automatic checking of results 

and subsequent analysis of student’s practical skills. 

The possibility of flexibly adjusting the number and 

types of tasks and randomization mechanisms opens 

prospects for more accurately matching test sessions 

to individual students’ skill levels. This, together, 

increases the efficiency of the educational process. 

The study results confirm that automated query 

assessment systems are promising tools for university 

courses focused on modern data management 

technologies. They can be effectively applied in 

traditional lecture-practice learning formats and 

online learning platforms. 

A further research direction could involve the 

development of structure-oriented comparison 

methods and flexible matching rules – such as case-

insensitive checks, record-order independence and 

support for partial matches – to overcome the 

limitations of the current full-text comparison, 

broaden the system’s applicability and yield more 

accurate assessments of student queries. 
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Abstract: In many areas of the real world, such as robotics and autonomous driving, deep learning models are an indis-
pensable tool for detecting objects in the environment. In recent years, supervised models such as YOLO or
Faster R-CNN have been increasingly used for this purpose. One disadvantage of these models is that they
can only detect objects within a closed vocabulary. To overcome this limitation, research is currently being
conducted into models that can also detect objects outside the known classes of the training data set. A model
is therefore trained with base classes and can recognize novel, unseen classes – this is referred to as open-
vocabulary detection (OVD). Novel models such as YOLO-World offer a solution to this problem, but they
tend to over- or underestimate when calculating confidence values and are therefore often poorly calibrated.
However, reliable determination of confidence values is a crucial factor for the use of these models in the real
world to ensure safety and trustworthiness. To address this problem, this paper investigates the influence of the
calibration method temperature scaling on the OVD model YOLO-World. The optimal T-value is determined
by 2 calibration data sets (Pascal VOC and Open Images V7) and then evaluated on the LVIS minival dataset.
The results show that the use of temperature scaling improved the Expected Calibration Error (ECE) from
6.78% to 2.31%, but the model still tends to overestimate the confidence values in some bins.

1 INTRODUCTION

Object detection plays an essential role in many areas
and systems. These include robotics and autonomous
driving, where it enables interaction with the envi-
ronment (e.g. traffic sign recognition [1]) and helps
to avoid unwanted collisions. In recent years, deep
learning (DL) techniques have been used to develop
models such as YOLO [2] and Faster R-CNN [3].
However, these models are limited to the detection of
objects that were learned during training (closed-set
object detection). To overcome this limitation, more
research has been done on models that can also detect
objects outside the training data set. This is called
Open-Vocabulary Detection (OVD). [4] CLIP (Con-
trastive Language-Image Pre-training) [5], which in-
volves the joint training of a text and image encoder,
is an important step towards the realization of an OVD
model. This approach attempts to extract text fea-
tures and image features and map them in a com-
mon embedding space. Based on CLIP, OVD models
such as YOLO-World [6] or Det-CLIP [7] were devel-
oped. There are a variety of other OVD models such
as Grounding DINO [8], which uses a BERT text en-

coder instead of CLIP.
Despite the achieved generalization capability of

these models, there is currently a problem that the
calculated confidence values are not always reliable,
as shown for Grounding DINO in [9]. This means
that the models tend to be over- or underconfident –
in some cases, true positives (TP) have too low confi-
dence values, while false positives (FP) have too high.
The models are therefore not well calibrated. Without
a reliable determination of the confidence values, the
use of such models in the real world is associated with
some risks - for example, if a red traffic light is iden-
tified as green with 95% certainty in 90% of cases.

To overcome the problem of miss-calibration,
there are numerous methods, which are presented
in [10] and [11] for Neural Networks. In this pa-
per, the calibration of YOLO-World is first exam-
ined by calculating the Expected Calibration Error
(ECE) and displaying the corresponding Reliability
Diagram. From this, it can be deduced how large the
calibration error is and whether the model tends to
over- or underestimate the confidence values. Subse-
quently, the simple calibration method Temperature
Scaling is applied in accordance with [12] and the
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influence on the confidence values and the calibra-
tion error is determined. Two calibration data sets,
Pascal VOC [13] and Open Images V7 [14, 15], are
used to determine the optimal T-value. Furthermore,
the influence of the calibration on the accuracy of the
model is examined by calculating the mAP (mean Av-
erage Precision) for each determined T-value. YOLO-
World was selected for this study because, according
to [6], it outperforms other models, such as Ground-
ing DINO and Det-CLIP, in terms of mAP (mean Av-
erage Precision) on the LVIS minival [16] dataset.

2 BACKGROUND

2.1 YOLO-World

YOLO-World [6] is an OVD model that can de-
tect novel classes, i.e., objects that were not in-
cluded in the training data set, in an image. For
this purpose, YOLO-World uses a frozen text en-
coder (CLIP), which generates the text embeddings
W = TextEncoder(F) ∈ RC×D from a given text F ,
where C is the number of classes and D is the di-
mensionality of the embeddings. Here, w j ∈W repre-
sents the j-th text embedding. The YOLO backbone
(YOLOv8) then extracts the image features of an im-
age I. From the given input of image I and text F ,
K object embeddings {ek}K

k=1 with ek ∈ RD are then
generated. The logit (non-probabilistic output of the
network [11]) can thus be formulated as

lk, j = α ·Batch-Norm(ek) ·L2-Norm(w j)
T +β . (1)

In equation 1, lk, j represents the logit, i.e., the object-
text similarity, between the k-th object embedding
and the j-th text embedding. The text and object
embeddings are previously L2-normalized or Batch-
normalized and the product is scaled by two constants
α and β, which are learned during the training pro-
cess. After that, the logits are activated by a sigmoid
function [17], which is defined as

σ(lk, j) =
1

1+ e−lk, j
. (2)

In a sigmoid function, the probability σ(lk, j) of each
logit is calculated independently, in contrast to the
softmax function.

2.2 Temperature Scaling

The temperature scaling calibration method is a
method that is applied after the training process of an
DL model. For this, the logits are scaled with a tem-
perature value T > 0, i.e. a constant value. [10, 11]

The optimal temperature value T must be learned
using a separate calibration data set. According to
[10, 11], this method is very efficient and performs
better than other calibration methods in vision tasks.
The scaled logits can be calculated using the equation

lcal
k, j =

lk, j
T

, (3)

where lcal
k, j are the logits after applying temperature

scaling.

2.3 Mean Average Precision (mAP)

The mAP (mean Average Precision) is a metric for
determining the performance of a model. To calcu-
late this metric, the AP (average precision) value is
averaged across all classes K [18]:

mAP =
1
K

K

∑
i=1

APi . (4)

To determine the AP, two further values, recall and
precision, must first be determined, which can be de-
rived from the number of true positives (TP), false
positives (FP) and false negatives (FN). Further in-
formation can be found in [19]. For each confidence
threshold, a recall and a precision value is calculated
and displayed in a so-called recall-precision curve.
The approximated area under this curve then yields
the AP.

2.4 Reliability Diagram and Expected
Calibration Error (ECE)

Reliability diagrams can be used to visualize the cal-
ibration of a model graphically. [10, 11] Let i be a
sample consisting of the maximum confidence value
p̂i, the associated predicted label ŷi, and the true
class label yi. First, all samples i are divided into
M bins (B1, ...,BM) based on their confidence values
p̂i, where the interval size is 1/M. Bm contains the
set of samples that fall within the confidence interval
Im = (m−1

M , m
M ], where m ∈ 1, ...,M. According to this

classification, two metrics can be derived that are es-
sential for the visualization of the reliability diagram
as well as for the calculation of the expected calibra-
tion error. The accuracy acc(Bm), which is defined
as

acc(Bm) =
1

|Bm| ∑
i∈Bm

1(ŷi = yi) , (5)

determines the ratio of the number of samples that
have correctly predicted the label to the total num-
ber of samples (|Bm|) of the bin Bm. In contrast to
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accuracy, the confidence of Bm,

con f (Bm) =
1

|Bm| ∑
i∈Bm

p̂i , (6)

calculates the mean of all predicted confidence values
p̂i in the bin Bm.

In a reliability diagram, the accuracy and confi-
dence are then displayed for each bin Bm, where a
deviation from the diagonal f (x) = x symbolizes a
miss-calibration. [10, 12] In Figure 2, a blue bar
indicates the acc(Bm), while a red bar always indi-
cates a gap between acc(Bm) and con f (Bm), i.e., a
calibration error. For a perfectly calibrated model
is acc(Bm) = con f (Bm) for all m ∈ 1, ...,M. Since
the reliability diagram does not take into account the
number of samples per bin (|Bm|), a confidence his-
togram is also illustrated. This provides an overview
of the percentage of samples, based on the total num-
ber, in each bin Bm (see Figure 2).

The Expected Calibration Error (ECE) reflects a
value that quantitatively captures the calibration of the
model. To do this, the weighted mean of the differ-
ence between acc(Bm) and con f (Bm) is calculated,

ECE =
M

∑
m=1

|Bm|
n

∣∣acc(Bm)− con f (Bm)
∣∣ . (7)

Here, n is the total number of samples. For a perfectly
calibrated model, ECE = 0.

3 METHODOLOGY

The aim of this paper is to examine the calibration
of YOLO-World and to analyze the influence of the
calibration method temperature scaling while main-
taining the accuracy and performance of this model
(mAP).

The YOLO-World model used in this study is the
YOLO-Worldv2-L model (size: 1280), which was pre-
trained using the Objects365 [20] and GoldG [16]
datasets (see [17]). A maximum of 300 detections are
considered per image. For the evaluation, the LVIS
minival [16] dataset (a subset of LVIS [21]) with 5000
images and 1203 object classes is used for all inves-
tigations. Furthermore, the localization of the objects
is done using bounding boxes.

For the implementation, the ECE and the reliabil-
ity diagram of the non-calibrated YOLO-World are
calculated first. The number of bins is M = 10 for all
the investigations carried out in this work. For both
the ECE and the reliability diagram, the true positives
(TP) and false positives (FP) must be determined. The
basic process is shown in Figure 1 and consists of four

steps. In the first step, all ground truths (GT) of an
image are compared with each prediction, consisting
of a label, a confidence score and the bounding box.
Initially, all matches are considered that the correct la-
bel predicted and where the calculated IoU (Intersec-
tion over Union) value between GT and prediction is
above an IoU threshold. After that, they are sorted in
descending order based on their score (second step).
The matches with the highest score are selected first
and evaluated as TP, whereby each prediction may be
assigned to a maximum of one ground truth and each
ground truth to a maximum of one prediction. In this
way, the matches with the highest scores are preferred
and those with a lower score are evaluated later. This
is the third step. The remaining matches and predic-
tions are categorized as false positives (step four). As
a result, the true positives with the best scores and the
false positives can be determined, which are essential
for calculating the ECE (see equation 7). In this work,
the two thresholds IoU-T hreshold ∈ {0.5,0.75} are
considered, which are common threshold values for
determining the mAP (see [6]).

Figure 1: Process for determining the True Positives and
False Positives

Subsequently, two calibration data sets, Pascal
VOC [13] and Open Images V7 [14, 15], are used
to determine the optimal temperature value. Of the
Pascal VOC data set, only the validation data set is
used, which includes 20 object classes and 5823 im-
ages. Since the Open Images validation dataset con-
tains over 40,000 images, only a subset (8000 images)
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is used. These can be extracted in a deterministic way
using this Python code, whereby the total number of
object classes (601 in total) is not changed:

import fiftyone as fo
fo.zoo.load_zoo_dataset(

"open-images-v7",
split="validation",
label_types=["detections"],
max_samples=8000)

In accordance with [12], it is determined that T can
take on the values T ∈ {0.5+0.05 ·n | n ∈N, 0 ≤ n ≤
30}. The distance of 0.05 was chosen for reasons of
time and resources. For each of these T-values, the
ECE of the two calibration data sets can then be de-
termined and displayed graphically, with the scaling
according to equation 3. The minima (minimum T-
values) obtained in this way are then evaluated by the
LVIS minival data set. This makes it possible to see
whether the found minima also reduce the ECE of the
LVIS minival evaluation data set and whether there
is a correlation between the minima of the data sets.
By comparing the ECE values and the reliability dia-
grams before and after scaling with T , the effective-
ness of the temperature scaling procedure with regard
to the calibration of the YOLO-World model can be
derived.

4 RESULTS

4.1 Before Applying Temperature
Scaling

As described in Section 3, the calibration of the
YOLO-World model is first examined using the LVIS
minival evaluation dataset. The results in Table 1
show the values of the ECE and the mAP for different
IoU thresholds before temperature scaling. The ECE
has a size of 6.78% and 7.09% at IoU thresholds of
0.5 and 0.75, respectively.

Table 1: ECE and mAP for various IoU thresholds before
applying temperature scaling.

Metric Result [%]
mAP@[IoU=0.5:0.95] 34.6

mAP@[IoU=0.5] 45.5
mAP@[IoU=0.75] 37.8
ECE@[IoU=0.5] 6.78
ECE@[IoU=0.75] 7.09

Looking at the reliability diagram and the confi-
dence diagram (see Figure 2), it can be seen that about
75% of the predictions lie in the confidence range

of (0;0.1]. The majority of the predictions there-
fore have only a very low score (confidence value).
Furthermore, there is a deviation from the diagonal
in all bins. The accuracy (acc(Bm)), shown in blue,
differs significantly from the calculated confidence
(con f (Bm)), which can be seen from the red gap. This
indicates that the model tends to be overconfident in
its predictions in all bins.

Figure 2: Confidence histogram and reliability diagram for
an IoU threshold of 0.5 and T = 1.

4.2 After Applying Temperature
Scaling

To determine the optimal T-value, the temperature
scaling methode is applied to the calibration data sets
as described in section 3. At this point, it should
be mentioned that calibration methods such as tem-
perature scaling do not model either the data or the
model uncertainty of a model. [10] The results of
this investigation are illustrated in Figure 3. As it
can be seen, there are a total of 4 optimal T-values.
The temperature values of the two IoU thresholds (0.5
and 0.75, respectively) of the Open Images calibration
dataset are relatively close to each other (T = 0.65
and T = 0.6, respectively), while there are larger de-
viations for the Pascal VOC dataset (T = 0.85 and
T = 1.2, respectively).

Figure 3: A plot of the ECE as a function of T for the two
calibration data sets, Pascal VOC and Open Images, to de-
termine the minima for the IoU thresholds 0.5 and 0.75.
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The T-scores obtained in this way are then applied
to the LVIS minival evaluation dataset. The accu-
racy and performance of the model are retained af-
ter application, i.e. the mAP remains unchanged for
all T-values and IoU thresholds, as listed in Table 1.
However, Table 2 shows that the ECE is significantly
reduced, which assumes the most minimal value of
ECE = 2.31% and ECE = 2.66% at T = 0.6, respec-
tively. In general, the temperature values determined
by Open Images result in the lowest ECE. By using
the Pascal VOC, a T-value (T = 0.85) could be de-
termined, which also reduces the ECE, but also a T-
value (T = 1.2), which leads to an increase in ECE.
From this, it can be deduced that the Open Images
dataset is best suited for calibration using temperature
scaling under the given experimental conditions. One
possible reason could be the large number of 601 ob-
ject classes, whereas Pascal VOC comprises just 20,
which are more or less covered by the pre-training
dataset Objects365 of the YOLO-World model. A
temperature value of T = 1 represents the results
without applying the calibration method. Thus, tem-
perature scaling could reduce the calibration error
ECE by 4.47% and 4.43% for an IoU threshold of 0.5
and 0.75, respectively, in the best case (T = 0.6).

Table 2: Determined ECE values for various IoU thresholds
after applying temperature scaling.

T value IoU threshold ECE [%]
0.6 0.5 2.31
0.6 0.75 2.66

0.65 0.5 2.70
0.65 0.75 3.03
0.85 0.5 4.84
0.85 0.75 5.16

1 0.5 6.78
1 0.75 7.09

1.2 0.5 9.45
1.2 0.75 9.76

However, looking at the confidence or reliability
diagram in Figure 4 again after calibration, the first
thing to note is that now about 90% of the samples
lie in the confidence interval of (0;0.1]. The two dia-
grams are shown here for T = 0.6 and an IoU thresh-
old of 0.5. After applying temperature scaling, a sig-
nificant improvement in calibration within bin B1 can
be seen, as well as a slight improvement in bins B2
to B4. However, the model still tends to be overcon-
fident in its predictions, especially in bins B3 to B10,
despite a reduction in ECE. It should be noted that the
ECE is calculated from a weighted sum (see equation
7). Since about 90% of the samples are in the first
bin, this also has the greatest influence on the calcula-

tion of the ECE. In summary, it can be deduced from
this study that the proposed method could reduce the
ECE, but without reducing the overconfidence of the
model in all bins.

Figure 4: Confidence histogram and reliability diagram for
an IoU threshold of 0.5 and T = 0.6.

5 CONCLUSION

In this paper, the influence of the calibration method
temperature scaling on the OVD model YOLO-World
was investigated. The optimal T-value could be de-
termined using two calibration data sets, with the
Open Images data set proving to be more suitable.
It was shown that the model without the application
of temperature scaling has a calibration error (ECE)
of 6.78% and 7.0% for an IoU threshold of 0.5 and
0.75, respectively, and is overconfident in its predic-
tions. After application, the calibration error ECE is
reduced to a value of 2.31% (or 2.66%), while main-
taining the accuracy and performance of the model.
However, the overconfidence of the model could only
be reduced in a few bins in this way. Additional or dif-
ferent calibration approaches are necessary to further
improve the calibration of the model and thus mini-
mize overconfidence in the predictions. An accurate
modeling of the model uncertainty could also improve
the calibration.
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Abstract: This paper presents an Adaptive Event-Triggered nonlinear Control method suitable for Networked Control 

Systems (NCS) with optimized resource exploitation. The work aims to ensure Networked Control Systems 

performance with lowered network usage and adaptive nonuniform controller execution. The nonlinear 

control strategy utilizes a predefined sliding variable, defined by system states and a nonlinear switching 

function, to maintain system stability within a specified boundary. This stability boundary is governed by an 

adaptive triggering condition, which balances system performance against network data-rate constraints and 

resource optimization. The adaptive triggering condition dynamically determines triggering law based on the 

state's 
2l  metrics and auxiliary internal dynamics system. Internal dynamic systems guarantee the stability 

property of the NCS and leverage resource optimization for nonuniform control algorithm execution. The 

minimum inter-event time for a nonuniform approach is derived to address network limitations and controller 

computation burden. The effectiveness of the proposed NCS method is validated through experimental results 

on a real system with UDP communication protocol. 

1 INTRODUCTION 

Sampled data systems have been a subject of research 

for many decades. When sampling and controller 

update occurs periodically, a well-established theory 

exists for analyzing stability and designing control 

strategies for such systems [1]-[4]. This mature 

theoretical foundation and stability analysis of the 

time-delayed system has significantly influenced the 

development of Networked Control Systems (NCS) 

[5]-[7]. However, in practical applications, the 

intervals between consecutive sampling instants in an 

NCS are typically time-varying rather than fixed. For 

instance, when an NCS experiences packet dropouts 

or denial-of-service (DoS) attacks, it can be modeled 

as a sampled data system with nonuniform sampling, 

also referred to as aperiodic or variable sampling. To 

efficiently manage limited network resources, the 

update frequency of sensors or controller units should 

be deliberately reduced. Many NCS components such 

as sensors, actuators, and embedded systems are 

battery-powered, and periodic activity of signal 

sampling with minimal variance from the last 

acquisition and controller updates can lead to 

unnecessary energy consumption and network 

resource usage. In such cases, nonuniform controller 

paradigms emerge as a promising strategy to optimize 

resource usage by activating sampling only when 

significant changes occur. The nonuniform sampling 

controller design for NCS is a viable solution for 

reliable operation. In the last two decades, many 

scholars have dealt with the nonuniform sampling 

approach for linear systems, where the stability is 

analyzed based on the time-delayed system [8],[9]. 

The analysis estimates the NCS's robustness and 

optimal behavior in network imperfection, where the 

controller execution remains under time triggering 

policy. The viable of a nonuniform sampling system 

is an Event-triggering approach (ET). ET is 

prevalently employed to act when the controller 

update policy is fulfilled [10]. The ET does not 

sample the system at uniform time intervals but 

instead executes actions based on a predefined 

triggering rule [11],[12]. While constant periodicity 

is disregarded, it allows for computational relaxation. 

However, it must still ensure the closed-loop 

properties of stability, state convergence, and time 

performance.  

The presented research deals with designing 

adaptive Variable Structure Control (VSC) in the 
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form of ET paradigms. A well-known approach of 

VSC is Sliding Mode Control (SMC), which ensures 

robustness and fast response by forcing system 

trajectories onto a predefined specified surface [13]. 

The main future of an SMC is a discontinuous control 

action concerning the preselected sliding variable, 

where the control alternates between different 

structures to maintain the system's trajectory on the 

sliding surface. Fast switching behavior makes 

sliding mode control well-suited for complex and 

uncertain systems [14]. While SMC excels at 

managing uncertainties and disturbances, its main 

drawback is the nonlinear output, characterized by 

high-frequency oscillations around the sliding 

manifold [15]. These oscillations are undesirable as 

they can lead to increased wear on the physical 

system, unwanted vibrations, excessive heat 

dissipation, and, in NCS, excessive network usage. 

SMC with ET approach relaxes latter conditions and 

improves controller performance. The primary 

benefit of this approach is incorporating an adaptive 

triggering rule that leverages the characteristics of 

relative triggering policies [16]. Adaptation of the 

triggering rule is based on the predefined desired 

value, where the stability of NCS-SMC systems is 

ensured with absolute convergence to the sliding 

surface with an adaptive triggering rule.  

In the SMC mode, when the state trajectory is 

far from the sliding surface, the switching function 

remains unchanged until the trajectory crosses the 

sliding surface. In such a case, theoretically, no 

update is needed. When the trajectory is in the 

vicinity of the sliding variable, the practical sliding 

mode is introduced to ensure system stability 

[17],[18]. The practical sliding mode ensures the 

absolute boundness of the state trajectory, where the 

bandwidth is proportional to the triggering condition. 

With an adaptive triggering rule, the execution and 

network usage can efficiently be alleviated. The 

efficiency of the proposed approach is examined in 

the real NCS with the positioning system with a servo 

drive. 

The structure of the paper is as follows: Section 2 

presents the problem formulation and state 

transformation with error variables introduced into 

the system. The SMC design with an adaptive 

triggering approach is presented in Section 3. Section 

4 introduces the ET approach for two previously 

designed SMC controllers. Two different triggering 

rules are suggested and derived lower nonzero TI 

values are presented. Section 5 presents the results 

and comparisons of the TT and ET strategies. 

Section 6. is the conclusion of the paper. 

2 PRELIMINARIES 

The single-input, single-output nonlinear system is 

given in the following class, 

The functions ( )f x ,
1( )g x ,

2 ( )g x , ( )h x are Lipschitz 

with respect to its arguments.   2

1 2( ) ( ) ( )
T

x t x t x t=  is 

a state vector and ( )u t    is the input variable. Due 

to the nonlinearity of (1), the parameters 

( ) 2:f x → and ( ) ( ) 2

1 2, :g x g x →   depend on 

the operation point of (1). The matched disturbance is 

defined as :d → . All the parameters are assumed 

to be bounded such as, ( )f x A ,

,min ,max( ) , 1,2i i iB g x B i  = , and d D , where 

,min ,max, ,i iA B B and D  are known positive constants. 

The state transformation is made by introducing new 

error variables, 

11

22

d

d

x xe
e

x xe

−  
= =   

−   &
, (2) 

where dx and dx&   are the desired value and its time 

derivative, respectively and holds   2

1 2

T
e e e=  . 

The new transformed system is, 

1( ) ( ) ( )

( )

de f x e g x u d m x x

y h x e

= − + +

=

%&
, (3) 

where   2T

d d dx x x = & && is the time derivative of the 

desired value dx . The disturbance 
2 ( )d g x d= −% is 

assumed to be bounded 
dd  % . The boundary d is a 

positive value and holds dD  . 

3 VSC CONTROLLER DESIGN 

WITH ADAPTIVE 

TRIGGERING MECHANISM 

The VSC controller under SMC paradigms is 

designed for the given system in (1). The reaching 

phase of the SMC is developed regarding the 

preselected sliding function given as,  

1 2( ) ( ) ( )

( )

x f x x g x u g x d

y h x x

= + +

=

&
(1)
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 2 : 0S s s ce = = , (4) 

where is  1 1c c= . The derivative of the function (4) 

with respect to time is, 

( ) ( ) ( )

1 1 2

2 1 1 2

,

,

( ) ( ) ,d d

s c e e

s ce

s f x e g x u c e t d t x f x x

= +

=

= − − + + + +

& & &

& &

%& && &

.
(5) 

The SMC controller is designed to lead the 

variable s  to (4), with respect to disturbance and 

uncertainty boundary d . 

( ) ( )1 1 1 2 21

1

sgn
( )

d d

d

k e c a k e s
u g x

x ax





−
 + − + + 

=   + + 

 

&& &
, 

(6) 

where  1 2k k k= , 2k are linear feedback gains and

holds 0k  . The gain values will be discussed in 

relation to ET. The controller u  for the system in (3) 

is designed with an additional feedback loop in term 

1 1k e , which does not directly influence the system's 

stability but has a significant effect on the tracking 

capabilities of the NCS in ET mode. For the static 

feedback in (6), the nominal values of the functions 

are used ( ) , ( ) , 1,2i if x a g x b i= = =% % .

3.1 Event-Triggered VSC 

In the latter section, the VSC-SMC controller was 

derived for the continuous system, as given in (3). 

The VSC controller will be implemented in discrete 

form, where the Backward-Euler and Backward-

Differencing methods are mainly used in real-time 

applications. For the controller (6), instead of classic 

fixed update time 
tT , the ET approach introduces 

interevent time 
iT , which is defined by triggering 

rules and system dynamics. The 
iT is defined with 

two successive updates defined as  1 0i i i i
T t t



+ =
= − .

When the controller is updated at 
it , the last output

value ( )iu t  is held until the new update is required

1it +
and holds for all  )1,i it t t + . The induced error 

between the last update and the current value due to 

the discrete implementation is defined as 

( ) ( ) ( )it e t e t = − ,  1 2( ) ( ) ( )
T

t t t  = . At the time of update,

the error is ( ) 0t = , where ( ) ( ) ( ) 0i it e t e t = − =  holds. 

The error variable is crucial by determining the 

triggering condition of ET. The error variable is 

crucial by determining the triggering condition of ET. 

The ideal sliding mode is possible only in theory, 

where the manifold 0s =  is ensured with continuous 

operation of the ( )sgn s  function. In practice, this 

cannot be achieved due to the discrete operation of 

the SMC controller. The variable remains bounded, 

depending on the selected sampling time
sT . It is 

similar; in ET, the system trajectory remains bounded 

by the preselected triggering conditions, which define 

a practical sliding mode [19]. The practical sliding 

mode occurs if a finite time  )1 ,it t  exists for any

given constant   when the sliding variable s reaches 

the vicinity of 0s = and remains there for all time 

1t t . The sliding variable is bounded with 

,s +   . The triggering rule and nonzero, 

minimum positive inter-event time can be defined 

throughout the variable evolution ( )t between two 

successive updates. The controller in (6) with 

nominal parameters at the given update time  
it t=    is 

given as, 

( )
( ) ( ) ( ) ( )( )

( ) ( )

1 1 1 2 21

1

sgni i i

i

d i d i

k e t c a k e t s t
u t b

x t ax t


−
 + − + +
 =
 + + && &

. 
(7) 

Theorem 1: Consider system (3) with the sliding 

manifold (4) and controller (6). The parameter    is 

given such that, 

( ) ( )1 2 2 1c a k k c t  − +    , (8) 

for all 0t  , where   , 0  , and 2 0k  , 

1 1 2k c k=  . The event triggering is established if the 

controller gain is selected as, 

d  +  , (9) 

Proof: The stability analysis is performed with the 

Laypunov function ( ) ( )
21

2
V t s t= . Substituting (5) 

to 

( )( )1 2 1 d dV ss s c a e b u d x ax= = − − + + +%& & && & , (10) 

and respect to the time derivative (10) gives, 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )

( )
( ) ( )

( ) ( ) ( )

( )( ) ( ) ( )

( ) ( ) ( )

1 2 1

1 1 1 2 21

1 2 1 1

,

sgn ,

i d d

i i

i d i d i

d d

V s t c a e t g u t d t x t ax t

k e t c a k e t
c a e t b b

s t x t ax ts t

d t x t ax t



−

= − − + + +

   + − + 
   − −

   + + +=    
 + + + 

%& && &

&& &

% && &
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( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )( )

( )
( ) ( )

( ) ( ) ( )

( ) ( )

( )( ) ( )

1 2 2 1 1 2 2

2 1 1 2

1 2 1 1

2 1 1 1 2

2

sgn ,

1

, ,
1

sgn

i i i i

i i

i i

i

s t c a e t e t k e t k e t s t d t

e t c e t k

c a t k c
e t e ts t k c k

k

s t d t







= − − − − − +

  + + − 
  

− −   − 
 += =   −   

 
− + 

%

%

( )
( ) ( )

( ) ( ) ( )

( ) ( )( )

( )( ) ( )

( ) ( ) ( ) ( ) ( )( ) ( )( ) ( )( )

2 1 1 2

1 2

2 1 1

1 2 2 2 1 1

1

,

sgn

sgn ,

i i

i i

i

i i i

e t c e t k
c a t

e t c e ts t

s t d t

s t c a t k e t c e t s t d t





 

  + + − 
  − −

  + =  
 
 − + 

= − − + − +

%

%

 

With the introduced sliding variable error 

( ) ( ) ( )s it s t s t = − , the term ( ) ( )2 1 1 ( )i i ie t c e t s t+ =

gives ( ) ( ) ( )2 1 1 ( )i i se t c e t s t t+ = − . Substituting the 

relation into a stability analysis gives, 

( )
( ) ( ) ( )( )

( )( ) ( )

( )
( ) ( ) ( )

( )( ) ( )

( )
( ) ( ) ( ) ( )( )

( )( ) ( )

( )
( ) ( ) ( )

( )( ) ( )

1 2 2

1 2 2 2

1 2 2 2 2 1 1

1 2 2 2 1 1 2

2

2

( )
,

sgn

( )
,

sgn

( )
,

sgn

( )
,

sgn

s

i

s

i

i

i

c a t k s t t
V s t

s t d t

c a t k s t k t
s t

s t d t

c a t k s t k t c t
s t

s t d t

c a k t k c t k s t
s t

s t d t

s k s s s

 



 



  



 



 

 − − −
 =
 − + 

− − + 
 =
 − + 

 − − + +
 =
 − + 

− + + − 
 =
 − + 

 − − +

&
%

%

%

%

( ) 2

2

,

0,

d

ds k s 



 − − − − 

where 
d  + stability s is guaranteed for a long 

time )1,i it t t +  . The stability condition 0V & is 

ensured if ( )( ) ( )( )sgn sgnis t s t= , otherwise boundary 

is defined as, 

( ) ( ) ( ) ( )

( )
1

1 2 2 1

,

,

i i

l

s t s t ce t ce t

c c a k k c k 
−

− = −

 − + =  
%

, 
(11) 

where   ,l le s ce k  =  =  % and the triggering 

rule (8) is defined as ( ) ( )
1

1 2 2 1t c a k k c 
−

  − +  
. The 

stability in the region l is defined by the Lyapunov 

function ( ) ( )
2

1

1

2
V t e t= , where holds 

2 1 1e s c e= − . The 

trajectory is confined to the region 
1

1 1 le c k 
−

 % . 

3.2 Adaptive ET approach 

The stability analysis and the static triggering law are 

defined in (8). The adaptation algorithm  for 

parameter   can serve as an internal mechanism to 

adjust parameters  in specific regions defined as 

,      , where holds 0  , and   . Adaptive 

triggering is introduced with triggering law, 

, 0, 0e     +   , (12) 

where   is an internal parameter and can be defined 

as, 

( )e  = − + −& , (13) 

and holds 
0 0 0(0) , , , ,     +=   . System in 

(13) is a strictly positive function. The adaptation

algorithm acts as a mechanic that converges to zero if

the static law   is employed. Take, for example, the

condition when triggering has not occurred.

e   + , (14) 

and holds e −  − . If we rewite the system given 

in (13), we get, 

( )

( )

e  

 

 

= − + −

= − −

= − +

&

, (15) 

where it holds that the derivative of the (13) is a strict 

negative function. The stability analysis of ET with 

an adaptation system (13) and (10) is given with the 

Lyapunov function,  

AV V = + , (16) 

and the derivative of 
AV is equal to, 

( )

( )2

2 0

A

A d

V V

V s

k s



 

 

= +

= − − −

− − + 

& & &

& . (17) 

The system's stability with the adaptive system 

(13) is ensured.

4 NETWORKED CONTROL 

SYSTEM  

The structure of the networked control system is 

illustrated in Figure 1. The controller algorithm runs 

on a networked computer, while the triggering 

rule (12) is evaluated on the plant. It is assumed that 

the plant is equipped with a real-time system that has 

computational capabilities and communication 
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interfaces based on the LwIP stack. The real-time 

system handles simple tasks such as evaluating 

triggering conditions, signal conditioning, and 

managing communication. The User Datagram 

Protocol (UDP) is used for the given adaptive ET 

implementation for data transmission. Data packets 

are transmitted across multiple network hops, where 

delays and packet loss may occur. Packet loss in the 

network is modeled as a loss delay, with the 

maximum allowable Round Trip Time (RTT) serving 

as a threshold for packet loss detection. On the plant 

side, a dedicated packet-loss timer is employed. If the 

watchdog timer expires, the system requests new data 

from the server to maintain reliable communication. 

On the server side, the Python server is employed.   

PlantController
u xexd

-

Network

Network

SERVER

Trigger

ARM STM32F7

Figure 1: NCS configuration based on adaptive triggering 

approach. 

Regarding the NCS operation and discrete 

implementation of the ET controller, ensuring that the 

inter-event time will not tend to the Zeno phenomena 

is necessary [20],[21]. The inter-event time has to be 

a lower positive bound, where the lower bound does 

not violate network performance. The estimated 

network performance with the RTT parameter is 

presented in Figure 2. The average RTT is 

2.7RTT ms , with maximal RTT deviance

0.212RTT ms = .   

Figure 2: Network performance with RTT parameter. 

The inter-event time 
iT is determined based on the 

error analysis between two consecutive sampled 

states given as, 

( ) ( ) 1 1 1

2 2 2

( ) ( ) ( )

( ) ( ) ( )

n

n

t t td d d d
e t e t

t t tdt dt dt dt

  

  

−   
 = =   

−   

. (18)

where is ( ) 0nt = , according to the last update, which 

follows, 

( )

( )

( ) ( ) ( )

( )( ) ( ) ( )

( )

( )

1

1 2

1

2

1 1 1 2 2

0

0

( )0 1 0 0

( )0 0 1
,

0

1 sgn

( ) ( )

( ) ( ) .

l

i i

i d i d i

l i d

l i d

k
M

c a k

e t
d t

e tad
t

k e t c a k e tdt

s t x t ax t

f e t M e t P x

f t f M e t P x







 

= −
− +

    
+ −    

−      
   + − +    

   + + +  

 + + +

= + + + +

%

&& &

The solution of the differential equation is, 

( )
( ) ( )( )1 ( )

1l
l i f T

d

f M e t
t f e

P x




−
 + +
  −
 + 

. 

Regarding (8) holds, 

( )
( )

( )
1 1

1 2 2 1

( )
1l

l i f T

d

f M e t
c a k k c f e

P x




− −
 + +
  − +  = −   + 

The inter-event time is equal to, 

( )
( )

1

1 2 2 1

ln 1 .
( )

l

l i

d

f
T f

f M e t
c a k k c

P x





−

 
 
 

 + 
 + 
  − +      + +  

(19) 

From the derived condition (19), it is obvious that 

the parameter 
iT is positively lower bound and 

depends on the adaptation system  , triggering 

condition  , and controller parameters 1, ,k 2k . The 

selection of the parameters depends on possible 

network imperfection, DoS, and package drops. All 

the network uncertainty is modeled as a delayed 

system [5],[9],[21], where selection of the triggering 

law can be determined in the way to compensate such 

delays and preserve NCS performance [21].  
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5 EXPERIMENTAL RESULTS 

For the experimental system, the positioning system 

with parameters 0.32a = , 1,2 1.21b =  and state 

variables 
1x -angle  deg , 

2x -velocity  RPM is 

presented in Figure 3. The real-time experiments 

were performed on the ARM® Cortex®-M4 based 

STM32F7xx MCU with Digital-Signal Processing 

and Floating-Point Unit (DSP and FPU), operating 

frequency of 180MHz and implemented LwIP stack. 

The motor was driven with an NXP-MC33926 H-

controller and pulse-width modulation-PWM 

technique, with a carrier frequency of 10kHz. The 

preselected sampling time of the TT implementation 

is 1ms. System parameters are;  8.56 3.35k =

1 9.1c = , 22.5 = , 0.15 = , 2.93 = , 0.89= and 

( )0 0max / 3dx x = − . 

The NCS performance is evaluated by given 

performance indices,  

 2

1

1

1
, , ,

sn

n

ks

RMS n n x s u
n =

=  , (20) 

where 
sn is the number of evaluated samples.

Efficiency is measured by comparing three types of 

VSC controllers. The first controller is implemented 

based on the classic time-triggering technique, and its 

states are marked as TT. The second version is 

implemented based on a fixed ET technique, and the 

system states are marked as ET. The third version is 

implemented with an adaptive ET approach and is 

marked as AET. 

Figure 3: Real-time NCS system. 

The results of adaptive ET in NCS structure are 

presented in the following Figure 4 – Figure 7. 

Performance indices are presented in Table 1. 

Figure 4: State variables; 
 1 degx

,  2x RPM
,  degdx

position, velocity, and desired value, respectively. 
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Figure 5: Controller output and sliding variable. 

Figure 6: Triggering boundary   and update error  . 

Figure 7: Controller update flags. 

Table 1: Performance indices of different controller implementations. 

Cont RMSx RMSu RMSs minTi maxTi meanTi Flag 

TT 206.7 88.07 182.9 0.001 0.001 0.001 4e4 

ET 206.9 88.23 184.5 0.001 0.84 0.09 993 

DET 207.1 90.1 201.3 0.025 5.56 1.17 83 
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6 CONCLUSIONS 

This paper introduces the implementation of an 

adaptive event-triggered nonlinear controller for 

networked control systems. The proposed approach 

offers a viable alternative to time-triggered execution 

and ET with a fixed triggering bound, making it 

particularly advantageous for NCS applications with 

data rate limitations. This method enhances usage 

efficiency in resource-constrained environments by 

incorporating network uncertainty directly into the 

controller design, with a proper selection of the 

controller parameters,  triggering rule, and adaptation 

system. Furthermore, this work is a valuable 

foundation for research in different NCS 

configurations, such as multi-agent systems, 

distributed control, and task scheduling in embedded 

systems. The adaptation system can be managed in 

different scenarios based on the desired values' 

properties and the state trajectory's vicinity to the 

sliding manifold. Such an approach will be beneficial 

for the system with fast varying desired values.  
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Abstract: This paper presents a novel methodology for comprehensive assessment and decision-making in managing 

the ecological state of agro-industrial territories. The study introduces an intelligent situational modeling 

approach that integrates fuzzy logic, GIS-based analysis, and IoT-driven environmental monitoring to 

evaluate both current and forecasted conditions. The proposed cyber-physical system utilizes real-time sensor 

networks and UAV-based hyperspectral imaging to collect, process, and analyze environmental parameters, 

including soil pollution index (SPI), air quality index (AQI), and vegetation health index (VHI). Field 

experiments conducted in the Belgorod Region, Russia, on 50-hectare test sites demonstrated a 27% 

improvement in forecasting accuracy compared to conventional methods. Key findings reveal that 

implementing optimized land-use scenarios resulted in: 19% reduction in pollutant accumulation in soil, 27% 

increase in agricultural productivity, 25% decrease in public health risks. The proposed framework facilitates 

adaptive management by providing science-based recommendations for establishing protective forest strips, 

reducing pollutant exposure, and optimizing land-use planning. The findings confirm the necessity of 

integrating intelligent environmental monitoring into territorial management systems to enhance sustainable 

agro-industrial development and mitigate ecological risks. 

1 INTRODUCTION 

The implementation of scientifically grounded 

solutions in the field of agricultural production 

greening and sustainable territorial development 

requires reliable information about the current and 

forecasted environmental situation. This necessitates 

a spatial-temporal analysis of environmental 

dynamics, considering both natural and 

anthropogenic factors [1]. 

For the agro-industrial complex (AIC), as an 

intersectoral system, the collection and processing of 

large volumes of heterogeneous data pose significant 

challenges. These data encompass the characteristics 

of technological processes involving living 

organisms, as well as a wide range of controlled 

parameters that are highly dispersed and subject to 

stochastic variations. 

Currently, various national and international 

environmental monitoring systems have been 

developed and implemented, including territorial and 

industrial solutions. These systems rely on stationary 

and mobile units for automated data collection, 

transmission, processing, storage, and analysis. They 

provide decision-makers with access to 

environmental information while also informing the 

public through web-based resources and data 

visualization systems [2]. 

Among the most widely used environmental 

monitoring approaches in AIC are: 

▪ Artificial Intelligence (AI) – applied in plant

disease detection, water and soil management,

weather forecasting, animal behavior

monitoring, and crop optimization [3].

▪ Internet of Things (IoT) – used for tracking

agricultural machinery and automating

production cycles [4].
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▪ Blockchain systems – ensure supply chain

tracking, data security, and payment control [5].

▪ Big Data technologies – applied for analyzing

and optimizing agricultural production [6].

▪ Remote sensing and unmanned aerial vehicles

(UAVs) – employed for land mapping, soil

analysis, and vegetation monitoring [7].

▪ High-precision and energy-efficient sensors –

improve environmental state measurement

accuracy while minimizing energy consumption

[8].

▪ Advanced environmental monitoring systems –

enhance ecological assessment accuracy

through the use of intelligent technologies [9].

Despite the widespread adoption of these 

technologies, existing monitoring systems have 

several limitations: 

▪ AI and Big Data-based methods require

substantial computational resources and large

datasets, which may not be feasible in rural

areas with limited infrastructure.

▪ IoT technologies effectively collect data, but

their integration with situational models remains

a challenge.

▪ Blockchain solutions are useful for logistics and

supply chains, but do not provide predictive

environmental analysis.

The proposed approach combines fuzzy logic, 

situational modeling, and intelligent data analysis, 

enabling: 

▪ the consideration of multiple heterogeneous

parameters,

▪ the generation of alternative management

scenarios,

▪ adaptation to changing conditions,

▪ and improved decision-making efficiency in

environmental monitoring for AIC.

Thus, the developed methodology is designed to 

enhance forecasting accuracy, improve adaptability 

to external changes, and increase the efficiency of 

ecological state management in agro-industrial 

objects and processes. 

2 SETTING THE TASK OF   

SCIENTIFIC RESEARCH 

The authors propose models and approaches to the 

creation and organization of the functioning of unique 

cyberphysical systems for monitoring and managing 

the environmental condition of agricultural facilities 

and processes, providing the possibility of organizing 

agricultural production based on the principles of 

biospheric compatibility, presented in [2]. According 

to the requirements and principles of functioning of 

the proposed cyberphysical system, the task is to 

develop a method for a comprehensive adequate 

assessment of agricultural facilities and processes. 

The key condition under study in this case is the 

environmental situation in the territory under 

consideration, which is located in the zone of 

influence of specific studied objects and/or agro-

industrial complex processes. We introduce the 

designation of the corresponding linguistic variable – 

, which (taking into account and developing the 

approach proposed by D.A. Pospelov [10]) can be 

defined as a complex spatial and temporal assessment 

(carried out on the basis of analysis and 

generalization) of the totality of environmental 

characteristics of components of the natural 

environment and living objects of agricultural 

production, their relationships with the parameters of 

the agro-industrial complex and the external 

environment which form a certain level of 

environmental safety, as well as the level of impact 

on food security. 

Based on the general principles of situational 

modeling [11], we introduce the concepts of: the 

current environmental situation (we will denote when 

implementing the modeling process as 
actEL ), which 

is determined at a given time in the territory under 

consideration, located in the zone of influence of 

objects and/or processes of the agro-industrial 

complex; the complete environmental situation (we 

will denote when implementing the modeling process 

as 
fullEL ), Including: status 

actEL , knowledge

about the state of the studied objects and/or agro-

industrial complex processes, the state of the 

territory's infrastructure, external influences at a 

given time; knowledge about management 

mechanisms and technologies, about cause-and-

effect relationships that determine the conditions of 

dynamics and the possibility of optimizing their 

parameters. An elementary act of managing the 

environmental situation in the territory under 

consideration can be presented on the basis of a 

logical transformation rule: 

:
k

full act act

i i jU
EL EL EL⎯⎯→   (1) 

where, kU – k is the control effect on any parameter 

of the studied object and/or the agro-industrial 

complex process, infrastructure of the territory under 

consideration, which determines the spatial and 

temporal dynamics of the environmental situation. 
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When choosing a rational management scenario from 

the many alternatives provided, it is necessary to 

consider the process of forming an environmental 

situation based on an integrated approach. Thus, 

changes in the same technological parameters of 

business processes can affect to varying degrees the 

level of change in chemical and/or physical effects on 

individual components of the natural environment. 

The need to maintain an ecological and economic 

balance should also be taken into account. 

The information received from sensors, 

instruments and measuring devices is expressed 

accurately, i.e. in specific numbers. However, there is 

no instrumentation that allows for an accurate 

integrated assessment of the environmental situation 

as a result of the impact of a set of objects and 

processes on various components of the natural 

environment, taking into account the participation of 

living objects.  Such an assessment can only be 

carried out qualitatively and expressed using natural 

language and a linguistic variable. At the same time, 

such a qualitative assessment of the state of 

environmental safety using linguistic meanings is 

based on the knowledge of expert specialists in the 

subject area and does not require technical measuring 

devices. 

So, the model EL should be synthesized on the 

basis of individual elements of knowledge extracted 

during an experimental or model assessment of 

specific quality indicators of components of the 

natural environment, objects of wildlife. The 

formation of management scenarios will be based 

precisely on the results of such a synthesized 

assessment. 

2.1 The Method of Comprehensive 
Assessment of the Environmental 
Situation 

Based on the set-theoretic description, the linguistic 

variable EL can be represented by {EL,T,Q,G,H}, 

where EL – the name of the variable in question 

entered above; Т – this is the main term set for the 

basic values of the linguistic variable EL; Q –  some 

numerical set on which fuzzy variables are defined; G 

– a set of syntactic rules for the formation of new

meanings EL, not included in the main term set; H–

the corresponding mathematical rules.

The minimum accuracy of the complex is 

determined by two main terms: Т1 = «favorable», Т' = 

«unfavorable».  Depending on the result of the 

cumulative state of each of the components of the 

natural environment selected for analysis and/or the 

state of living objects of agricultural production in the 

study area, a differentiation of a comprehensive 

assessment is carried out «unfavorable» (that is, its 

accuracy increases): Т = {Т1, Т'}= {Т1, Т2, Т3, Т4, 

Т5},  Т2 = «relatively unfavorable»; Т3 = 

«dangerous»; Т4 = «very dangerous»; Т5 = «critical». 

To form an output EL when deploying a certain 

cyberphysical system in the study area, where 

specific objects/processes of the agro-industrial 

complex operate/are implemented, necessary to 

construct a set of  NEL logical rules. For numerical 

evaluation, it is recommended to use points based on 

updating the Sugeno fuzzy inference algorithm of the 

0th order [11]. At the same time, the environmental 

situation is characterized by a conditional 5-point 

scale in accordance with the characteristics of the 

terms of their set Т.  

In this paper, it is proposed to use the following 

approach: a comprehensive assessment is based on 

the analysis of two main subsets EL: 

{ },EL E L= ,                   (2) 

where E – comprehensive assessment of the state of 

the components of the natural environment; L – 

comprehensive assessment of the state of components 

of living agricultural production facilities that affect 

the formation of environmental and food security. 

In turn E and L they are also compound variables:  

E = {E1, E2, E3, E4},  where E1 – comprehensive 

assessment of the state of the atmosphere, E2 – 

comprehensive assessment of the state of water 

resources, E3 – comprehensive assessment of the soil 

condition and E4 – comprehensive assessment of the 

state of physical impact (noise, thermal, radiation, 

etc.). At the same time, we introduce a comprehensive 

assessment of each component according to the 

aggregate state of various parameters, for example, 

we assess the state of atmospheric air according to the 

cumulative effect of various pollutants. L = {L1,L2}, 

where L1 – comprehensive assessment of the 

condition of plant objects, L2 – comprehensive 

assessment of the condition of animal objects. 

2.2 An Algorithm that Implements a 
Method for a Comprehensive 
Assessment of the Current and 
Forecast Environmental Condition 
of Agricultural Facilities and 
Processes 

As part of the study, an algorithm was developed for 

the proposed method of comprehensive adequate 

assessment, schematically presented in Figure 1. 
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At the first step, the components of the natural 

environment are identified, which are subjected to 

intense negative effects during the functioning of the 

studied object / process of the agroindustrial complex. 

Ecomonitoring parameters are being determined. To 

do this, digital business models are being 

investigated, an example of which is shown in  

Figure 2 and Figure 3.    

Figure 1: Block diagram of the algorithm implementing the method of comprehensive adequate assessment. 

Figure 2: Contextual diagram of the model of the production organization process at the meat processing plant. 
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Figure 3: Decomposition of the context diagram. 

At the second step, the method of collecting eco-

data developed by the author's team is implemented 

on the basis of a universal protocol for collecting, 

storing and transmitting heterogeneous data on the 

environmental condition of objects and processes of 

the agro-industrial complex [12].  At the third stage 

of the proposed algorithm, according to the analysis 

of the studied business processes of the agro-

industrial complex and the identified components, 

which have a negative technogenic impact, and the 

parameters of ecomonitoring, the structure of the 

linguistic variable EL is formed. The next stage 

updates the proposed integrated assessment 

technology, namely, for each component of EL, the 

corresponding membership functions and fuzzy 

inference rules are formed to form the values of T. 

The process is hierarchical: a comprehensive 

assessment of each component of E and L is 

implemented, and then a comprehensive assessment 

of the resulting EL is formed. To carry out a 

comprehensive assessment at each step of the above 

hierarchy, it is necessary to have a variety of 

mathematical, situational and simulation models. 

If, after updating the integrated assessment 

technology, we get the value of the variable EL = 

«favorable», then the situation does not require 

intervention and the implementation of any 

environmental measures. Otherwise, when receiving 

an EL = «unfavorable» assessment, it is necessary to 

detail this assessment, identify the most effective 

control actions based on updating the method of 

formation and evaluation of forms.

2.3 Method and Algorithm for 
Evaluating Alternative Scenarios 
for Environmental Management 

Let's imagine a variety of possible solutions to 

regulate the level of man-made impact of agricultural 

facilities/processes on environmental and food 

security as 

 1 3 1, , ,s sD d d d d−= L  (3) 

A set of parameters for assessing the state of 

components of the natural environment and/or 

components of living agricultural production 

facilities: 

  1 2 3 1, , , ,n nC c c c c c−= L   (4) 

and the set of values of each parameter: 

 1 11 12 13 1 1 1, , , ,j jR r r r r r−= L

 2 21 22 23 2 1 2, , , ,k kR r r r r r−= L

 3 31 32 33 3 1 3, , , ,l lR r r r r r−= L

 1 11 12 13 1 1 1, , , ,n n n n n m n mR r r r r r− − − − − − −= L

 1 2 3 1, , , ,n n n n ni niR r r r r r−= L

Then the products of the formation of effective 

measures based on the conclusion of a comprehensive 

assessment: 

; ;n ni sp S c r d Q= = → ,   (5)
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where p – product name, S – description of the class 

of situations in which the product is triggered;

n ni sc r d= → – the core of the product (if the value 

of the state parameter of the selected component is 

equal to nir R , then the assessment of his 

condition is equal to sd D ); 

Thus, we can obtain sets of various control actions 

that form certain management scenarios to reduce the 

negative impact on the components of the natural 

environment and improve the quality of the condition 

of living agricultural production facilities that affect 

the formation of the level of food security. The 

product base is dynamic and is supplemented on the 

basis of new knowledge, as well as depending on the 

specifics of the infrastructure of the territories, the 

studied objects and agro-industrial complex 

processes. 

An algorithm has been developed that implements 

this method, shown in Figure 4. 

2.4 Practical Implementation 

Figure 5 shows examples of the implementation of 

the developed method and algorithm.  

Modeling was conducted in the Belgorod Region, 

Russia, using situational analysis to evaluate 

management interventions. The study included both 

simulation and field experiments conducted on test 

plots covering 50 hectares, representing various land-

use conditions. 

Field measurements utilized smart environmental 

monitoring sensors, including soil moisture sensors, 

air quality sensors, and detectors for heavy metals and 

organic pollutants (zinc, copper, lead, nickel, 

chromium, arsenic, benzene, benzopyrene). Data 

from the sensors were transmitted in real time via an 

IoT-based system [13]. 

Figure 4: Algorithm for evaluating alternative scenarios for environmental management. 
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Figure 5: The results of situational modeling for the assessment of control actions. 

Additionally, unmanned aerial vehicles (UAVs) 

equipped with hyperspectral cameras were used to 

assess vegetation cover and pollutant distribution. 

Data analysis was performed using a GIS-based 

system, incorporating historical environmental 

records. 

The developed model analyzed key 

environmental indicators, such as the Soil Pollution 

Index (SPI), Air Quality Index (AQI), and Vegetation 

Health Index (VHI). Comparative analysis with 

historical data demonstrated an 27% improvement in 

forecasting accuracy, enabling real-time adaptive 

decision-making. 

The implementation of the proposed method led 

to the following outcomes: 

▪ 19% reduction in pollutant accumulation in the

soil;

▪ 27% increase in agricultural productivity;

▪ 25% decrease in public health risks associated

with environmental degradation.

Based on the findings, recommendations were 

developed for land-use modifications, including the 

establishment of protective forest strips, restriction of 

pollutant exposure, and adjustments to territorial 

planning structures. 

The study results confirm the necessity of 

integrating intelligent ecological monitoring into 

territorial planning to enhance sustainable 

agricultural development and mitigate environmental 

risks. 

3 CONCLUSIONS 

The study developed an advanced methodology for 

comprehensive ecological assessment and intelligent 
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decision-making in agro-industrial environmental 

management. The proposed cyber-physical system 

integrates fuzzy logic, IoT-based environmental 

monitoring, GIS analytics, and situational modeling, 

enabling real-time adaptive management of 

agricultural territories. 

Field and simulation experiments conducted in 

the Belgorod Region, Russia (50-hectare test sites) 

demonstrated the model's effectiveness. The 27% 

increase in forecasting accuracy compared to 

traditional monitoring techniques highlights the 

system’s capability to enhance decision-making 

processes. Implementation of optimized land-use 

scenarios resulted in: 

▪ 19% reduction in soil pollutant accumulation,

▪ 27% increase in agricultural productivity,

▪ 25% decrease in health risks related to

environmental pollution.

The proposed system provides actionable insights 

for policymakers and agricultural enterprises, 

ensuring biospheric compatibility and sustainable 

development. Future research will focus on refining 

machine learning algorithms for improved predictive 

modeling and expanding the cyber-physical system’s 

integration with blockchain-based environmental 

data security frameworks. 

These findings confirm that intelligent ecological 

monitoring should be embedded into territorial 

planning strategies, supporting a resilient and 

environmentally sustainable agro-industrial sector. 
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Abstract: Modern global crises have significantly impacted the agribusiness sector, particularly poultry farming, which 

has experienced issues with logistics, labor shortages, and disruptions in the supply of feed and veterinary 

drugs. Under these conditions, the implementation of artificial intelligence (AI) has become a necessity to 

ensure production stability. The use of AI in poultry farming allows for the automation of monitoring processes, 

improves the management of poultry health, and reduces reliance on human resources, which is especially 

important amid the pandemic and quarantine measures. This article examines the benefits of automated systems 

for monitoring the condition of chickens, including methods for tracking both natural and sick behavior that 

allow for the timely detection of diseases and minimization of production risks. The use of digital technologies 

and AI helps adapt to changes in market demand and ensures higher resilience of enterprises in crisis situations. 

The article highlights the advantages of using automated systems to monitor chicken health under conditions 

of limited human resources. A software solution has been developed for monitoring chicken health, which 

enables video uploads from local sources or video services such as YouTube, selection of the communication 

language, and the LLM model. It provides a user-friendly interface for interacting with AI. The program 

consists of two components: the frontend and the server side. Interaction with the server side occurs via an 

API, allowing seamless integration into any interface. The software architecture ensures convenient scalability 

and functionality expansion through the addition of agents and services. Such innovative solutions hold great 

potential for the development of the agribusiness sector, contributing to increased efficiency and resilience to 

crisis situations. 

1 INTRODUCTION 

Poultry farming is the largest branch of terrestrial 

animal production, with approximately 70 billion 

birds slaughtered annually, and the demand for 

chicken meat continues to grow, especially in 

developing countries [1]. To boost productivity, 

production systems have been intensified – often at 

the expense of animal health and welfare. In large 

industrial operations, the low economic value of each 

bird complicates individual care, yet farmers have a 

moral obligation to provide proper housing 

conditions [2]. 

Modern digital technologies are opening new 

opportunities for the automated monitoring of 

agricultural animal behavior, particularly in chickens, 

which is a crucial aspect of ensuring their welfare and 

productivity. One promising direction is the 

application of computer vision and deep learning 

techniques for real-time video stream analysis. This 

approach enables the detection of behavioral 

anomalies, monitoring of activity levels, and 

evaluation of stress factors without the need for 

manual observation. 

Ethology of chickens studies their behavior, social 

interactions, and adaptation to housing conditions. 

Chickens are social birds with a clear hierarchy, 

known as the "pecking order," which determines 

access to food, resting areas, and resources. They 

exhibit a wide range of behavioral responses, 

including exploratory, feeding, nesting, and 
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communicative activities. Chickens are capable of 

recognizing the faces of other individuals, 

distinguishing them by status, and producing various 

vocalizations to express fear, satisfaction, or danger. 

Under natural conditions, chickens spend a 

significant amount of time foraging, scratching the 

ground with their feet and beaks. Instinctive 

behavioral patterns include dust bathing for feather 

care, nest building before laying eggs, and maternal 

care. Restrictions on natural behavior in industrial 

conditions may lead to stress, aggression, or the 

development of abnormal reactions, such as feather 

pecking. Understanding chicken ethology is key to 

improving their welfare and production efficiency. In 

this context, the development of a scalable video 

processing and frame analysis system for automated 

monitoring of chicken behavior in production 

environments represents a highly relevant challenge 

in modern animal husbandry. The combination of 

neural networks, image processing algorithms, and 

specialized tracking methods will ensure high 

accuracy in recognizing behavioral patterns. [1, 3, 4]. 

The use of such solutions contributes to enhanced 

management efficiency on farms, reduced reliance on 

human factors, and improved conditions for poultry 

housing [3, 5, 6]. 

Optimization of Chicken Welfare Monitoring. 

Traditional observation methods require significant 

human resources and do not always provide accurate 

assessments. Automated analysis enables the 

detection of signs of stress, illness, or aggressive 

behavior continuously, 24/7. 

Enhancement of Poultry Production Efficiency. 

Monitoring activity levels, feeding behavior, and 

other key indicators allows for timely adjustments to 

housing conditions. Reduction of Stress Factors. 

Lowering the impact of stress contributes to improved 

poultry health and increased production efficiency. 

Early Diagnosis and Disease Prevention. The 

system can automatically recognize behavioral 

changes that may indicate the early stages of diseases, 

allowing for prompt intervention. 

Reduction of Farm Management Costs. 

Automation reduces the need for personnel to 

monitor, analyze, and process data. Early problem 

detection leads to decreased veterinary expenses. 

Scalability and Adaptability. The system can be 

integrated into both large-scale poultry farms and 

small family-run operations. Its adaptability to various 

housing conditions (cage, floor, free-range) allows for 

widespread application of the technology. 

Environmental Aspect. Behavior monitoring helps 

reduce the use of antibiotics through disease 

prevention. Improving animal welfare meets the 

requirements of sustainable development and ethical 

agricultural practice. 

2 PROBLEM STATEMENT 

Amid the growing demand for high-quality products 

and the need to optimize production processes, 

artificial intelligence is becoming an essential tool for 

the modernization and development of agribusiness 

sectors, including modern poultry farming. The 

application of artificial intelligence, machine 

learning technologies, and computer vision in poultry 

farming allows for significant improvements in farm 

management, the automation of monitoring poultry 

health, the optimization of feeding processes, and the 

timely detection of diseases. The use of digital 

technologies contributes not only to increased 

productivity but also to reduced costs for maintaining 

and caring for poultry. Identifying birds with issues on 

poultry farms is crucial for ensuring their welfare and 

preventing disease outbreaks. 

This work demonstrates the relevance of 

implementing artificial intelligence in poultry 

farming and presents a scalable server system for 

video processing and frame analysis using artificial 

intelligence technologies such as FastAPI, OpenCV, 

Streamlit, and others. The described system enables 

video processing and frame analysis for studying 

chicken behavior based on video data. 

3 SIGNS OF CHICKEN 

BEHAVIOR FOR HEALTH 

МONITORING 

To develop a video analysis system for poultry 

farming, it is necessary to identify the main 

behavioral signs of chickens that must be monitored 

to address this task. Chickens exhibit natural behavior 

characterized by certain habits that indicate their 

health. Even if a chicken behaves "sickly," it does not 

always indicate the presence of pathogenic diseases - 

the cause may be injuries, nutrient deficiencies, or the 

impact of adverse environmental factors, such as heat 

stress. To determine the health status of the bird, it is 

іmportant to understand chicken ethology [7, 8, 9]. 

The natural behavioral signs of chickens include: 

1) Preening. Using its beak, the chicken distributes

oil among its feathers, which not only helps

maintain feather condition but also signals to

other flock members that it is in good health and

ready for reproduction.
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2) Dust Bathing. This is a hygienic process during

which the chicken flaps its wings to raise dust

and then carefully shakes it off, cleaning its

body of parasites.

3) Foraging. In addition to feeding from the feeder,

chickens often search for additional food

sources, which is an integral part of their social

interaction.

4) Perching at a Height. For protection against

predators and to maintain the flock's hierarchy,

chickens choose perching spots that are slightly

elevated above the ground.

5) Play. Chickens engage in playful activities both

individually and in groups, such as sparring,

chasing, and lively jumps, which also serve as

training for defense.

6) Aggression, Fear, and Anxiety. These are

manifested through behaviors like pecking,

jumping, and displays of strength (such as

spreading their wings and vocalizing) to

establish social hierarchy.

7) Reproduction. Reproduction begins with the

onset of sexual maturity (usually at

4–5 months), when roosters display their traits

(spreading their wings, loud vocalizations,

dancing), and hens form nests for laying eggs

and exhibit maternal instincts while raising their

offspring. [1, 3, 10].

Thus, by observing these signs, it is possible to 

assess whether the behavior of chickens corresponds 

to their natural, physiological state. The assessment of 

the physiological state of chickens in production is 

carried out using a set of methods that include both 

visual observations and instrumental studies. The 

main assessment indicators are: 

1) Appearance and behavior [11]:
▪ Activity. Healthy chicken is active and

shows interest in food and its surroundings.

▪ Feather condition. Feathers should be

smooth, clean and without any signs of

plucking (an indicator of comfort and the

absence of cannibalism).

▪ Appearance of the comb and wattle. They

should be bright red, well-moisturized and

have no signs of pallor or swelling.

▪ Movement coordination. Gait disturbance

may indicate a deficiency of trace elements

or joint disease.

2) Body condition and weight:

▪ Regular weighing allows you to monitor

growth rates and compliance with

performance standards. Palpation of the

pectoral muscle is used to assess muscle

development and potential exhaustion. 

▪ Feed intake. A sharp decrease in appetite

signals possible health problems.

▪ Water intake. Excessive or insufficient water

intake may indicate a violation of the water-

salt balance or infection.

3) Litter condition. The color, consistency,

presence of undigested food residues or mucus

in the litter may indicate infectious or

metabolic diseases.

4) Physiological parameters:

▪ Body temperature. Normally 40.6–41.7°C;

measured if pathology is suspected.

▪ Respiratory rate. Rapid breathing may be a

sign of respiratory disease or heat stress.

▪ Heart rate. Normal is 250–350 beats per

minute; abnormal heart rate may indicate

stress or cardiovascular disease.

5) Reproductive assessment (for layers):

▪ Egg production monitoring. A sharp decline

in production may be due to stress, illness, or

malnutrition.

▪ Egg shell thickness analysis. Thinning of the

shell indicates calcium deficiency or

metabolic disorders.

6) Hematology and biochemical studies:

▪ Blood tests are used to determine glucose,

protein, liver enzymes, and electrolytes.

Hematocrit and hemoglobin levels are used

to detect anemia or inflammation.

▪ The combination of these methods allows

for effective monitoring of the physiological

state of the hens [12, 13].

It should be noted that such approaches for 

assessing the physiological signs of chicken health 

and sickness are not only high-cost in terms of 

human resources but also rather subjective, which 

makes them impractical for large-scale production.  

Therefore, a system is proposed that enables 

video processing and frame analysis to study chicken 

behavior based on video. 

4 APPLICATION OF A VIDEO 

PROCESSING AND FRAME 

ANALYSIS SYSTEM  

4.1  General Structure of the System 

In today's world, automation of data collection and 

analysis processes is a key component of machine 
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learning and computer vision technologies. The 

developed system provides video processing and 

frame analysis for studying chicken behavior based on 

video. 

Figure 1: Program structure. 

Figure 1 illustrates the general structure of the 

system, which consists of three main elements: 

Frontend (Streamlit), Backend (Python) and external 

services in the form of LLMs (large language 

models) and Agents (specialized modules). 

Description: 

1) Frontend (Streamlit): interacts with the backend

via API: sends requests for video processing and

receives results or answers to questions.

2) Backend (Python): consists of two main

components:

▪ Split video into frames: a module that splits

the video into frames at given intervals.

▪ Orchestration: a central logical unit that

coordinates the entire system. It receives

requests from the Frontend, calls the

appropriate services (video processing

modules, LLMs, agents, etc.) and

compiles the response to send back to

the Frontend. It makes calls to external

services (LLMs and agents) to solve

various tasks: image analysis, text

response generation and anomaly

detection.

3) LLM (Large Language Models): These models

can perform tasks such as text generation,

description and image analysis, and answering

user questions. They are called by the backend

to process text queries and images extracted

from videos.

4) Agents (VisionAgent): Specialized modules or

microservices that perform specific functions

related to image or video processing and

analysis. They can use computer vision,

machine learning, or other algorithms to detect 

anomalies, classify objects, and evaluate 

chicken behavior. 

The diagram shows how the frontend (Frontend), 

data processing logic (Backend), and external 

intelligent services (LLM, Agents) interact with each 

other to effectively analyze videos and chicken 

behavior. 

The system allows users to upload videos from 

video services or local files, choose a communication 

language, and utilize large language models. 

Additionally, it provides the option to configure video 

segmentation parameters by specifying the interval at 

which frames (images extracted from the video) are 

generated – that is, setting the number of seconds 

between frames. 
Left Panel – "Upload Options" (see Figure 2): 

▪ Choose upload method: The user can select the

source for uploading the video (either a local file

or a YouTube link).

▪ Select frame interval (seconds): Specify the

interval in seconds at which frames will be

generated from the video.

▪ Choose language: Allows the user to choose the

language for communication or analysis.

▪ Select model: Enables selection of a large

language model (LLM) to be used for further

processing.

Figure 2: Screenshot of the main page of the program. 

Right Panel – "Video Processing Dashboard" 

(see Figure 2): 

▪ Drag and drop file here / Browse files: An area

where the file can be dragged and dropped for

uploading or selected from local storage.

▪ Video Title: A field displaying the title of the

uploaded video (e.g., “farm-chickens-1.mov”)

and its file size.

▪ Description: A text field for additional

information or a description of the video (e.g.,
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“Poultry farm”). 

▪ Process Video: A button that initiates video

processing (splitting the video into frames,

passing the frames to the selected LLM).

This interface is built on the Streamlit framework, 

which allows for the rapid and convenient 

development of web applications for processing and 

analysis video. The backend is implemented using the 

Python programming language, and communication 

between the interface and the server is carried out via 

a RESTful API. The system development uses several 

powerful technologies1: 

▪ FastAPI is a modern web platform for creating

high-performance RESTful APIs. Thanks to its

asynchronous capabilities, FastAPI provides

fast request processing and easy scaling.

▪ OpenCV is a library for image and video

processing. It allows you to extract frames from

videos, resize them, and apply filters and

algorithms for analysis.

▪ Streamlit is a library for rapid development of

interactive web applications for scientific

research and data analysis. It provides a

convenient interface for interacting with the

processing results.

The system has a modular architecture that 

includes the following components:  

▪ API (FastAPI) – the API (FastAPI) is

responsible for processing requests and

interacting with the user via the REST API. This

allows you to load videos, select the frame

extraction interval, and access the processing

results.

▪ The video processing service (OpenCV) is a

module that performs basic video operations,

such as extracting frames at specified intervals

and saving the resulting images.

Figure 3: Screenshot of the system structure. 

The interface (Streamlit) creates a user interface 

where users can upload videos, select intervals for 

analysis, and view the results in real time. Figure 3 

shows a screenshot of the system structure. 

4.2 Video Processing and Frame 
Analysis Methods 

The video processing and frame analysis pipeline 

consists of three key stages designed to 

systematically analyze chicken behavior, beginning 

with data acquisition and culminating in automated 

anomaly detection2:

1) Video Upload. The user can upload videos from

a local computer or paste a YouTube link.

2) Frame Extraction. The video processing service

extracts frames from the video at a specified

time interval (from 1 to 20 seconds). This is

accomplished by calculating the necessary

number of frames based on the video’s duration

and the specified interval.

3) Frame Analysis. Additional processing

methods, such as filtering, color analysis, or the

use of machine learning algorithms, can be

applied to the extracted frames to detect

anomalies in chicken behavior. See Figure 4 and

Figure 5.

4) Interactive Interface. Through the interface, the

user can view the processed frames, ask

questions, clarify details, and analyze individual

frames.

Figure 4: Screenshot of selecting frames from a video at a 

specific time interval. 

Experimental studies of the developed scalable 

server system for video processing and frame 

analysis were conducted on test data sets. The studies 

showed that when working in real time, the accuracy 

2 https://nypost.com/2025/02/15/us-news/us-egg-

farmers-concerned-bird-flu-unwinnable-as-experts-

consider-vaccinations/?utm_source=chatgpt.com 

1 https://www.renesas.com/eu/en/document/oth/um-

wi-023-da16200-threadx-evaluation-kit-user-manual 
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of counting chickens in a frame is at least 90%, which 

is comparable to analogues. However, the developed 

system has more flexible capabilities. 

Figure 5: Screenshot of the request processing shown in 

the video. 

5 CONCLUSIONS 

A scalable server system for video processing and 

frame analysis using artificial intelligence 

technologies FastAPI, OpenCV, Streamlit, etc. has 

been developed. Its application to study the behavior 

of chickens based on video is shown. 

During the study, the developed system 

demonstrated high efficiency in computer vision and 

animal behavior analysis across various video 

materials. The system does not rely on traditional 

model training methods (such as collecting visual 

data, image processing and analysis, or machine 

learning). Instead, it features an intuitive interface 

that allows users to optimally configure processing 

parameters and rapidly obtain results. The proposed 

system is an effective tool for automated video 

processing and the analysis of chicken behavior. The 

application of artificial intelligence methods 

contributes to the creation of a high- performance and 

user-friendly solution that does not require lengthy 

neural network training. This is particularly relevant 

for agribusiness research, where automated 

monitoring of animal health is crucial. Improvements 

to the system may include integration with other 

agents and services for image and video analysis, 

which will provide a more detailed examination of 

chicken behavior and health status. The system enables 

communication with the user in various formats, ranging 

from text chat to visual frame review. Its architecture allows 

for the rapid integration of new agents, language models, or 

image and video processing services. Configurable analysis 

parameters and an open RESTful API simplify integration 

with third-party tools and services. Although the system is 

designed for use in the agribusiness sector (specifically 

poultry farming), it can be adapted for analyzing the 

behavior of other animal species or any objects in video. It 

can serve as a foundation for scientific research, automated 

health monitoring, and ensuring animal welfare. Thanks to 

these features, the system provides a comprehensive 

solution for efficient and scalable video analysis, 

significantly simplifying the process of collecting and 

interpreting data on the behavior of objects-particularly 

chickens-in real time. 
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Abstract: Nowadays, airspace is a strategically important resource for both national security and economic 

development. The state is responsible for its efficient use and safety. One of the key challenges of today is 

countering unmanned aerial vehicles, which includes the use of electronic warfare, laser weapons and other 

technologies. The popularity of drones is growing rapidly not only in the consumer sector, but also in industry, 

agriculture, energy, geodesy, and military. Military conflicts demonstrate a significant increase in the use of 

unmanned aerial vehicles, in particular in the form of drone swarms, which creates new challenges for 

countermeasures. One of the most promising developments is the creation of a platform for managing 

heterogeneous swarms of drones, including those that were previously hostile but can be integrated into their 

own system. It provides new opportunities for warfare and an advantage in the management of military 

operations. This paper presents solutions that provide simultaneous control over heterogeneous unmanned 

aerial vehicles, which makes it difficult to use them effectively in modern warfare and defense strategies. An 

approach is realized as real prototype electronics circuit, which can create a flexible platform capable of 

intercepting, analyzing and integrating enemy unmanned aerial vehicles into its own network through 

electronic interference, hacking communication protocols and reprogramming. The results of proposed 

approach case study showed the possibility to take under the control “enemie’s” unmanned aerial vehicles to 

the control of main operator. 

1 INTRODUCTION 

Globally, airspace is an important resource for 

various sectors of national security and the economic 

sector. It is the duty of the state to ensure the efficient 

use of airspace and its security [1].  

Today, new ways of countering unmanned aerial 

vehicles (UAVs) are being explored, including the 

use of electronic suppression means - various 

electronic warfare (EW) devices, as well as directed 

energy emission means - laser weapons [1, 2].  

Until recently, there has been a rapid increase in 

the popularity of drones, and it was based on 

everyone's interest in flying. Photo and video 

recording from the air, the ability to shoot in 

previously inaccessible places, new angles - all this 

made the technology in demand. Drones topped the 

charts of the most desired gifts in the consumer 

market. But UAVs are not just a hobby or a selfie, 

they are becoming assistants in various industries: 

agriculture, mining, topography, geodesy, and 

energy. All of these are industrial and economic 

sectors [1]. 

Dominance in space gives an advantage over the 

enemy in controlling troops and weapons. This is 

facilitated by electronic warfare (EW) and electronic 

warfare (EW) means, which are one of the leading 

elements of current wars and armed conflicts and 

have the highest development dynamics among all 

modern weapons [3]. 

The experience of current military conflicts and 

the war in Ukraine shows the growing role of drones 

and the variety of their models (air, surface, ground) 

on the battlefield for various functional purposes. At 

the same time, there is an active use of not only single 

UAVs, but also a large number of them 

simultaneously. The nearest modern prospect is the 

transition to swarms of drones [4]. 

Military and civilian life are undergoing a 

profound transformation based on advances in two 

critical technologies: machine autonomy and 

artificial intelligence (AI). The current global trend is 

the creation and use of various sets of drones - drone 
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swarms - which is already revolutionizing the way we 

look at military art [4]. 

At the moment there is no platform that can 

simultaneously control a swarm of unmanned aerial 

vehicles (UAVs) of different models and different 

purposes, including those that belonged to “enemies” 

and are becoming “our own”. 

The main aim is to develop a new drone control 

platform capable of controlling a swarm of unmanned 

aerial vehicles with the ability to simultaneously 

control different models of drones, as well as the 

ability to “intercept” enemy UAVs at close range. 

2 THE PRINCIPLE OF 

CONTROLLING A SWARM OF 

UNMANNED AERIAL 

VEHICLES 

2.1 The Principle of Controlling a 
Swarm of Unmanned Aerial 
Vehicles 

In a group of drones interacting based on swarm 
intelligence, each of the devices interacts only with 
some of the devices closest to it now [5]. At the same 
time, energy consumption for information 
transmission is relatively low. UAVs make decisions 
about their current behavior based on self-collected 
environmental data as well as data transmitted by 
neighboring vehicles. Energy-consuming 
communication with the central control device is 
carried out only to receive information about the tasks 
assigned to the group and to transmit a report with 
information about the group's status during the 
implementation of the completed tasks [5]. The 
swarm algorithm is an effective solution to ensure 
optimal control of a UAV swarm [6].  

According to [5], a simplified general scheme of 
swarm intelligence algorithms includes the main 
stages: 

1) Initialization of the population - this stage

initializes (often randomly) the population of

agents that are given directions to search for

targets;

2) Migration of agents (finding targets, exchange

of information between agents, changing the

target if other agents have found a higher

priority target);

3) Completion of the search (occurs if all the found

targets have been achieved).

The swarm algorithm in the form of a flowchart is 

shown in Figure 1.  

This algorithm is the basis for the further creation 

of any other UAV swarms related to management and 

communication in the group. The authors in [5] also 

provide bee swarm algorithms for controlling a UAV 

swarm and responding to emergencies separately, 

which is also an additional basis for building a UAV 

control interception algorithm. 

Figure 1: The general swarm algorithm. 

In order to implement the algorithm, you need to 

know all the components for its construction. The 

main aspects: 

1) The ability to remotely flash the device.

2) Compliance of the UAV module for remote

flashing.

3) The ability to identify the drone within range

2.2 Wiring Diagram of the Device for 
Intercepting and Repurposing an 
Enemy Drone 

The description of the connection scheme of a device 

for intercepting and repurposing an enemy drone 

consists of three important components: a signal 

interception circuit, a reflashing circuit, and a signal 

jamming circuit. 

General flowchart for intercepting and 

repurposing an enemy drone is shown in Figure 2. It 

was suggested similar as in [7]. 
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Figure 2: Flowchart for intercepting and repurposing an 

enemy drone. 

The following steps should be taken into account 
in order to realize this: 

1) To receive a signal, connect the antenna to a
radio receiver for analyzing Software-Defined
Radio (SDR) signals, in particular, to analyze
the frequencies at which the drone operates.
SDR is designed to analyze the frequency
spectrum and data transfer protocols between
the drone and its operator.

2) Protocol decoding. It is necessary and sufficient
to study the structure of protocol packets
(MAVLink, DSMX or other protocol).

3) Generation of a replacement signal. An RF
transmitter connected to the microcontroller is
used to generate commands.

4) Blocking the operator signal. The jammer
generates intense noise on the control channel.

Instead of the conventional “jammer”, another 
gun is implemented, which sends a pulse that the 
drone “understands”. The software is flashed with the 
help of “Over-The-Air” (OTA); in particular, 
“migration programming” is used [8]. The “gun” 
itself must have the appropriate software for 
reprogramming. 

There must be a corresponding module for each 
remote flashing. One of the components of any UAV 
is a flight controller, or control module. A flight 
controller is a UAV control board that processes 
signals from its own sensors (accelerometer, 
gyroscope, etc.), devices connected to it, pilot 
commands, and calculates the speed to be set for the 
motors [9].  

The controller has possible corresponding 
interfaces (UART, I2C, PWM, etc.) for connecting 
ESC, VTX, RX, camera, GPS, servomotors, and other 
devices. The mentioned interfaces for remote flashing 
must be compatible with OTA updates [9]. 

2.3 Scheme for Signal Interception 

To implement the hardware to intercept and 
repurpose an enemy drone, you need a circuit that 
includes elements for analysis, jamming, device 
connectivity, and reflashing. Below are the main 

components and their roles in the circuitry 
implementation. 

The main components of the hardware circuit 
include: a radio receiver for signal analysis - 
Software-Defined Radio (SDR); a transmitter for 
signal replacement, a signal jammer, an interface for 
connecting to the drone, microcontrollers, sensors for 
debugging and testing signals [10]. 

Components: 
1) Receiving antenna (e.g., Yagi type directional

antenna);
2) SDR module (HackRF, RTL-SDR) for

analyzing control signals;
3) Microcontroller (STM32/Arduino) for signal

processing;
4) Radio transmitter (nRF24L01, CC2500) for

transmitting new commands to the drone.

The antenna is connected to the SDR via an SMA 
connector. The SDR is connected to a computer (PC) 
via USB. The PC is used to analyze the frequency and 
signal protocols using software (e.g. GQRX, SDR#). 
After analyzing the signal, the PC transmits the 
protocol information to the microcontroller via 
UART or USB.  

The microcontroller generates data packets and 
transmits them to the RF transceiver via SPI. 

3 STRUCTURE SCHEME 

To take control of the drone, the system first 
intercepts the signal, then analyzes the protocol, and 
then transmits commands, labeling the operator's 
signals, via the RF module. 

A “cannon” circuit for implementing the principle 
of intercepting a third-party UAV is proposed, as 
shown in Figure 3. The power supply provides stable 
DC and AC voltages for all system components - 
3.3 V, 5 V, and 230 V. The microcontroller (MCU) is 
the main component of the system, responsible for 
signal processing, coordination of other modules, and 
execution of the interception algorithm. The MCU 
exchanges signals via digital pins to communicate 
with the radio frequency module (RF module) and the 
signal jammer. 

In this paper, we consider a new device with the 
ability to intercept and control a swarm of UAVs 
using jamming and spoofing capabilities. 

A signal jammer is a device that interferes with a 
drone's signal, causing the UAV to either lose its 
signal and fall from the sky or return to the operator. 

By hacking the UAV system, it becomes possible 
to take control and fly in any direction. 

Based on the received signals, the microcontroller 
performs calculations to determine the type of 
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protocol and drone control parameters, and connects 
to the drone to gain control. 

Figure 3: Block diagram of the system for intercepting an 

unauthorized UAV. 

The RF module is responsible for intercepting 

signals [11] used in communication between the 

enemy drone and its operator. Sequence of the 

module operation:  

▪ The microcontroller initializes the module via

the SPI interface; the microcontroller transmits

frequency data to the signal jammer;

▪ the jammer generates interference in a certain

frequency range;

▪ The UAV loses communication with the

operator and goes into emergency mode.

3.1 Stage of Signal Jamming 

The jamming stage is the key to blocking 

communication between the enemy drone and its 

operator. Here is a sequential description of the 

process:  

1) Determining the control frequency:

▪ Before jamming, it is important to determine

the operating frequency that the drone uses

for communication. Common frequencies

used for FPV are 900 MHz, 1.2 GHz, 1.3

GHz, 2.4 GHz, 3.3 GHz, and 5.8 GHz. The

device must be capable of working with the

appropriate frequencies [12].

▪ Signal intensity (RSSI) is used to determine

the exact channel on which communication

is taking place [13]. Since the signal 

strength changes throughout the flight, 

communication degradation can be assessed 

in advance, more smoothly and before 

“problems” in control occur - this is an 

advantage of RSSI. The signal strength can 

be determined on both analog and digital 

receivers. 

2) Setting up the jammer. To jam the signal, you

need to set the exact frequency of the channel

where the UAV operates. Then adjust the

interference width to cover the drone's signal

[14].

3) Generating interference. The jammer transmits

a powerful signal of the same frequency as the

operator's signal, but with high intensity

(usually > 10 dB stronger). This creates “noise”

that prevents the drone from receiving

commands. The jamming method used is

broadband jamming, which creates noise in the

entire frequency range [15].

3.2 Signal Interception Stage 

The signal interception phase involves several steps, 

each of which is critical to successfully seizing 

control of the drone. 

Sequential description of the process: 

A) Setting up the RF module to listen for

frequencies. The RF module is configured on

the microcontroller via the SPI interface [16].

The main parameters are: a) frequency range

(in most drones it is 2.4 GHz), the RF module

starts scanning channels in the range; b) data

rate (common rates are 250 kbps, 1 Mbps, 2

Mbps); c) channel width (1, 2 or 5 MHz).

B) Scanning the frequency range. The RF module

switches to the “receive” mode (RX-mode) to

listen for signals within 2.4 GHz. The module

checks each channel and records the activity

of the signals (for example, RSSI level - radio

signal intensity) [17].

C) Intercepting a data packet. Once a signal is

found, the RF module stores the data packet in

its buffer, and the microcontroller reads the

packet via the SPI interface for further

analysis. The packet includes the drone's ID,

transmitter address, and commands (e.g.,

“takeoff”, “turn”). If activity is detected on a

particular channel, the microcontroller stops

scanning and starts analyzing the signal.

D) Determination of communication parameters.

The microcontroller analyzes the received

packet and extracts important parameters:

1) the transmitter address - a unique ID of the

operator to which the drone is connected;

2) control commands that are decoded

depending on the protocol; 3) cyclically

redundant CRC code - checking the

correctness of data to avoid errors [18]. The
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collected parameters are stored in the 

microcontroller's memory: 1) signal 

frequency; 2) drone address; 3) communi-

cation protocol. 

The microcontroller uses these parameters to 

connect to the drone and send its commands. 

3.3 The Stage of Transferring Control 
to the Enemy UAV 

The main requirements for successful UAV 
interception are accurate collection of drone 
communication parameters (ID, frequency, packet 
structure), quick setup of the RF module (interception 
and connection takes fractions of a second), and 
stable operation of the jammer (to maintain control 
advantage) [19]. 

The process of transferring control to an enemy 
UAV involves several stages that are performed 
sequentially: 

1) Interception of the signal from the drone. The
RF module operates in a given frequency range,
it is configured to listen to signals coming to the
UAV from its operator. When the
microcontroller receives these signals through
the RF module, it:
▪ Analyzes the signal structure 

(communication protocol, data rate, 
transmitter address).

▪ Records the parameters used for
communication (drone ID, command codes).

2) Protocol analysis and simulation. After
intercepting the signal, the microcontroller
performs analysis [20]:
▪ Determines the type of communication

protocol (e.g., DSMX, SBUS, or other).
▪ Decodes the structure of the data packet

(commands transmitted by the drone
operator, for example: movement, ascent,
landing).

▪ Generates new data packets that simulate the
operator's signal.

3) The RF module is set to the same
communication parameters as those used by the
drone operator. These parameters include signal
transmission frequency, recipient address
(drone ID), and data rate (bits/s).

4) Blocking the real operator's signal. To prevent
the UAV from receiving signals from its
original operator, the jammer generates radio
interference on the frequency used by the
operator [21]. This blocks signals from the
control panel to the drone, leaving your device
as the only source of commands. The

microcontroller fully controls the UAV through 
the RF module, including transmitting 
commands (e.g., “Raise the UAV to a certain 
height,” “Land at a given point,” “Turn off the 
engines”). The commands are formed in 
accordance with the structure of the protocol 
that the UAV is waiting for. 

5) Support for stable control. The microcontroller
constantly communicates with the UAV,
periodically sending confirmation or new
commands. The signal jammer continues to
block the signals of the real operator.

4 CALCULATING THE RANGE 
OF ACTION 

During the operation of the radio module, there is a 
permanent exchange of messages between the 
receiver and the transmitter. Under normal operating 
conditions, the receiver responds to the transmitter 
with a response about the correct reception of the 
information packet. Thus, the calculation of the 
potential range can be reduced to the calculation of 
the range of the radio line with an active response. 
Figure 4 and Figure 5 show the structural diagrams of 
the radio-controlled system (RCS) and the control 
panel in a simplified form. According to fig. 4, the 
radio-controlled system has an antenna, a module for 
radio control, which can be performed by the certain 
chip [16]. 

Figure 4: Radiocontrol system for signal receiver. 

Diagram of the remote control. Ours is a remote 
control, which is implemented on the basis of the 
NRF24L01 chip. In addition to the chip itself, the 
remote control may contain additional amplifiers and 
an antenna that also provides amplification.  

In this case, it is important to connect with main 
drone among the swarm of unmanned aerial vehicles. 
It is difficult technology with different parameters 
and internal algorithms for drone detection, especially 
when they different distance and different 
construction  have, which may difficult to determine. 
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Figure 5: Signal transmitter as device of remote control. 

In the most of situation people use the chip 

NRF24L01. In addition to the chip itself, the RCS 

communication unit may contain additional 

amplifiers and an antenna that also provides 

amplification [16].  

To calculate the potential range of the RFS use the 

theory of the potential range of an active response 

radio line. The maximal possible range in free space, 

in the absence of active and passive interference, do 

not taking into account attenuation in the atmosphere, 

is determined by the equation: 

( )
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P G G G
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PTx is maximum transmitter power of the radio 

module (W), Gnδy is the gain of the remote control 

antenna, Gpkc is the antenna gain of the RCS, Pmin 

receiver sensitivity (W), Rmax is maximal possible 

range (m), Gnrf is additional gain (taking into  account 

possible additional amplifying). 

Taking into account the fact that the calculations 

are made for a ground-moving platform, it is 

necessary to pay attention on the line-of-sight range, 

since this frequency range does not provide for 

operation without line-of-sight [17-18]. There was 

used the line-of-sight range equation: 

( )max
4.12

a b
D H h= + () 

Ha is height of the remote control antenna, hb is height 

of the RCS antenna. 

A comparison of the possible range of the radio 

control system (Rmax) with the distance to the radio 

horizon (Dmax), which is determined by the design of 

the control station's antenna mounting and elevation 

system, shows a way to increase the range of the 

control system [19-20]. 

There are two ways to increase the efficiency of 

the system: to introduce additional signal amplifiers 

into the system, or to build an antenna system with a 

higher gain. 

Taking into account for NRF24L01 technical 

characteristic (frequency – 2.4 GHz, control station 

antenna height – 1.5 m; control station antenna gain 

20 dB; the height of the antenna on the mobile 

platform is 0.1 m; the pin antenna gain on the mobile 

platform – 5 dB) and parameters defined by 

programmatic agencies (NRf24 receiver sensitivity – 

-85 dBm; data transfer rate – 1 Mbps; transmitter

output power – 0 dBm), were received from (1) and

(2) distance parameters such as Rmax≈3.12 km and

Dmax≈6.35 km [21].

5 PRACTICAL REALIZATION 
OF DEVICE 

Distance parameters such as Rmax≈3.12 km and 

Dmax≈6.35 km. It is enough to maintain of Swarm 

Drone, because the plural average of drones are flying 

near each other with a distance less than 100 m. As 

the result, it was built the circuit in Figure. 6.  

Device in Figure 6 takes into account two PLL-

synthesizers ADF4351. The ADF4351 synthesizer is 

used as the basis and signal source for jamming. The 

output signal of the RF interference is formed by 

mixing the signal of the local oscillator and the signal 

of the intermediate frequency noise. The intermediate 

frequency signal is generated by amplifying and 

filtering the base noise. The local oscillator signal is 

generated from the ADF4351 signal generator. Since 

the frequency of the local oscillator can be changed 

using the ADF4351, the center frequency of the RF 

signal can be controlled by program [22]. 

The second ADF4351 has a built-in voltage 

controlled oscillator (VCO) with a fundamental 

output frequency in the range of 2200 MHz to 4400 

MHz. In addition, the 1/-2/-4/-8/-16/-32/-64 divide-

and-convert circuits allow the user to generate RF 

output frequencies up to 35 MHz. All on-chip 

registers are controlled via a simple 3-wire interface 

[22]. The device operates from a power supply in the 

range of 3.0 V to 3.6 V and can be turned off when 

not in use.  

It takes into account: PLL-synthesizer 

(ADF4351), flashing device (ST-Link V2), 

microcontroller (STM32), RF-Transceiver 

intercepting (NRF24L01) and another additional 

components. Detailed scheme of device is 

represented in Figure 6.  

Radio frequency (RF) enables communication 

between a drone and its ground transmitter or remote 

control, typically operating in the 2.4 GHz to 5.8 GHz 

range – with 2.4 GHz and 5.8 GHz being the most 

commonly used frequencies for remote drone control. 
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Figure 6: Electronic circuit diagram for UAVs intercepting. 

Designing a loop filter is a key part of PLL design. 
In order to obtain a stable VCO control voltage, a loop 
filter should be used to filter out high-frequency 
interference in the line voltage [23]. In this work, a 
passive low-pass notch filter of two orders is used. 
System for simultaneous control of multiple 
unmanned aerial vehicles means that there is main 
drone among the swarm of drones and one drone can 
arrange synchronized work for other nearest UAVs.  
After the jamming antenna receive the signal with a 
following processing and then sends the feedback 
signal with remotely update firmware using official 
applications and OTA technologies. Code takes into 
account programming for ADF4351 and STM32, 
which are connected to each other: 

for (uint32_t freq = 100000000; freq 

<= 1000000000; freq += 1000000) { 

ADF4351_set_frequency(freq);//freque

ncy 

HAL_Delay(10); // wait for Stabil PLL 

uint16_tadc_value = 

HAL_ADC_GetValue(&hadc1); 

float voltage = 

convert_adc_to_voltage(adc_value);} 

In an RF jamming attack, the attacker first 
identifies the drone’s active communication channel 
and then tunes into that frequency. RF jammers emit 
stronger signals on the same frequency as the target, 
overwhelming the receiver and preventing it from 
decoding legitimate signals [24]. Figure 7 illustrates 
a RF jamming attack scenario.  Swarm drones are 
working through the protocols [9] and this system 
hacks not only main drone, but also auxiliary drones 
among the swarm. 

Figure 7: Schematic realization of jamming and spoofing 

attacks. 

CONCLUSIONS 

A new drone control platform has been developed 
which differs from famous by capability of 
controlling a swarm of unmanned aerial vehicles with 
the ability to simultaneously control different models 
of drones.  During the research it was hacked 5 swarm 
drones, which take into account 1 main and 4 
auxiliary. 

The description of the wiring diagram of a device 
for intercepting and repurposing an enemy drone 
consists of three important components: a signal 
interception circuit, a reflashing circuit, and a signal 
jamming circuit. It is enough to use possible range in 
free space of 3.12 km and range of 6.35 km for 
hacking the swarm of drones. 

For most modern drones from well-known 
manufacturers (e.g. DJI), it is possible to remotely 
update the firmware using official applications and 
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OTA technologies. However, the drone must be 
connected to the Internet via a controller or mobile 
device for a successful reprogramming, and care 
should be taken to avoid the risk of data loss or 
damage to the device during the update. 
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Abstract: The paper discusses the development of a model for predicting the probability of occurrence of defects in 

bakery products using a set of input variables at different stages of the technological process. The model is 

based on the analysis of data including control variables, such as oven temperature and humidity, as well as 

disturbance variables characterizing the properties of flour, the dough preparation process and baking of 

products. Based on the results of the study, a GMM-based model was selected, which demonstrated the highest 

accuracy, with the achieved Precision and Recall values equal to 1.0 for the class of defective products, which 

indicates high correctness of forecasts. In terms of Log-Likelihood, the model demonstrated a large difference 

between the classes, which confirms its ability to accurately classify both defective and non-defective 

products. The proposed model is an effective tool for predicting defects and optimizing process parameters. 

It allows you to adjust control variables, such as temperature and humidity, to reduce the amount of defects, 

ensuring stability of product quality. The article also proposes different methods for adjusting the values of 

control variables based on historical data. This allows for optimization of the technological process and 

improvement of the quality of bakery products in real-time production conditions.

1 INTRODUCTION 

The development of artificial intelligence, 

digitalization of all stages of production, 

implementation of digital twins, organization of 

processes according to the concept of intelligent 

production, requires the development and use of 

models of varying complexity and type. There is also 

a tendency to increase the complexity of emerging 

engineering and technical problems. Increasingly, for 

their accurate and successful solution, it is necessary 

to combine several different models. Therefore, 

integrated models are often used, providing solutions 

to complex problems based on a systems approach by 

combining several individual models into a single 

structure, taking into account the relationships 

between different components of the system [1]. 

The modern food industry is faced with a constant 

increase in product quality requirements, especially in 

the bakery industry. One of the key tasks is to 

minimize the defects of bakery products that occurs 

due to imperfections in the technological process, in 

particular at the baking stage. This stage is critically 

important, since the structure, taste, texture and 

appearance of the finished product depend on it. Real-

time defect prediction and adaptive control of baking 

parameters are promising approaches to improving 

product quality and reducing defects. For this 

purpose, it is advisable to use defect models that 

allow you to analyze, predict, prevent the occurrence 

in time and reduce the total number of defects and/or 

discrepancies in production processes [2]. 

The combination of defect models in integrated 

models allows for local analysis of defects taking into 

account the interrelations existing in the existing 

production system. In particular, to identify the 

impact of changes in the quality indicators of raw 

materials, the operation of process equipment or 

working conditions on the total number of defects [3] 

or to analyze the systemic causes of defects through a 

multifactorial approach that takes into account 

technologies and external influences [4, 5]. The 

combination of these two approaches ensures 

effective quality control of final products and semi-
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finished products, reduces losses, downtime, 

unplanned repairs and increases productivity. 
The object of the study is the technological 

processes of manufacturing bakery products at the 
enterprise, including key variables of dough 
preparation, dough piece aging and baking, which 
affect the defects of the final product. 

The subject of the study is methods for 
optimizing the technological process of preparing 
bakery products using machine learning models that 
allow predicting and monitoring product defects, 
automating the selection of technological parameters 
and adapting the process to changing production 
conditions.  

The purpose of the study is to develop and 

substantiate approaches to optimizing the bakery 

production process using machine learning models, 

which ensures the minimization of defective products 

at the baking stage and increases the efficiency of 

production processes in general. 

This paper discusses the development of a control 

system that uses machine learning to predict bakery 

product defects based on process characteristics and 

to correct control actions in order to minimize defects. 

2 LITERATURE REVIEW 

There are various models, methods and tools that help 

productions to identify and manage defects during 

their technological processes [6]. Combining several 

separate adequate models or approaches into a single 

structure provides a significant improvement in 

solving complex problems where it is necessary to 

take into account many different factors and 

relationships. This is confirmed by the results of 

research by scientists in various subject areas. This is 

due to the main characteristics of integrated models: 

multi-modeling, interdisciplinarity, adaptability, 

system approach, the ability to conduct various types 

of testing and simulations in complex systems. 

Thus, Integrated Assessment Models (IAMs) 

determine hydrogen demand through the analysis of 

technology competition for energy services [7], but 

their low spatial and temporal resolution limits their 

application in global hydrogen trade. The presented 

framework combines IAMs with high-resolution 

models, optimizing the production, storage and 

transmission of hydrogen and electricity, allowing the 

exploration of future trade scenarios. 

Integrated models incorporating multiple 

pharmacodynamic variables are used to support drug 

development, in particular, dosing optimization and 

study strategy in different patient subgroups. The 

authors [8] provide current examples of such models, 

key aspects and benefits of their application, and 

prospects for the development of individualized 

development of anticancer drugs. The use of 

integrated models in industry is actively developing. 

The study [9] focuses on an integrated planning 

model for electrical wiring manufacturers, which 

improves the synchronization of production 

processes and product inventories, ensuring 

uninterrupted supply for the automotive sector. The 

use of a model based on integer programming showed 

a significant reduction in lead time, which proves its 

effectiveness and the importance of collaborative 

planning in supply chains. 

Integrated models are also used to analyze and 

determine optimal digital transformation strategies 

(Industry 4.0) in the automotive industry, taking into 

account technological, environmental and business 

aspects. They provide a comprehensive approach to 

assessing companies' readiness, developing new 

business models and taking into account 

sustainability in the process of implementing digital 

technologies [10]. Integrated models can be used to 

create a sustainable agri-food supply chain, 

combining cultivation, processing and distribution 

solutions to minimize costs and environmental 

impact. Using multivariate analysis, geospatial data 

and mathematical modeling, the study identifies 

optimal location, production and logistics strategies, 

ensuring profit and employment maximization while 

adapting to uncertain conditions [11]. 

Therefore, to improve the efficiency of defect 

tracking and processing, it is advisable to use 

integrated models that take into account data on 

various defects, their life cycle, historical data, the 

influence of external factors, available resources for 

working with defects, etc. Such modeling is used to 

determine the causes and evaluate defects, isolate 

failures and analyse their impact. 

Defect modeling is used to identify failure causes 

and estimate defects by isolating faults and analyzing 

their impact. This approach significantly improves 

the accuracy of estimates, reduces the number of 

possible defects and the area of interest, allowing for 

effective problem detection even under limited data 

conditions [12]. 

Recent research in defect detection highlights the 

limitations of traditional image processing under 

complex textures and varying lighting conditions. As 

a result, deep learning methods are increasingly 

applied due to their ability to automatically extract 

features and handle complex data [13], [14]. These 

methods are effective in various quality control 

scenarios, including surface and X-ray image 
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analysis [14]. However, challenges such as data 

imbalance, limited sample size, and the need for real-

time processing remain relevant [13], [15]. Overall, 

the integration of non-contact technologies with ML-

based methods represents a promising direction for 

developing intelligent inspection systems [15]. 

One of the powerful areas of work with defects is 

the use of anomaly detection methods [16]. Anomaly 

detection is a method and technique for detecting and 

identifying atypical or deviant events or observation 

data that do not correspond to the expected process. 

Such methods are widely used in data analysis, 

cybersecurity, predicting system failures, quality 

control, etc. 

The main methods for detecting anomalies can be 

distinguished: statistical methods based on the 

analysis of data samples and the identification of 

outliers and deviations from the normal 

distribution [17]; methods based on time series for 

data that change over time [18]; methods based on 

distances [19] and density [20] for working with data 

in multidimensional space; Bayesian methods that 

estimate the probability of a point being abnormal 

based on cause-and-effect relationships in the 

data [21]; when working with network nodes, it is 

convenient to use graph-based methods [22]; when 

analyzing complex data structures, machine learning 

methods have proven to be the best for determining 

various deviations [23-25]. 

Therefore, the advantages of using integrated 

models include their ability to take into account the 

maximum number of interdependencies between the 

components of the system and the processes 

occurring in it; they also make more accurate 

forecasts and provide a better basis for decision-

making. This also causes certain difficulties in 

working with these models: the need to use high-

quality data for their development; high 

computational requirements; difficulties may arise 

when integrating heterogeneous models. 

3 PREPARATION AND 

PRELIMINARY DATA 

ANALYSIS 

In modern bakery production, a significant proportion 

of product defects are detected at the final stage - 

during baking. This is due to the fact that visual 

defects, such as uneven rise, excessive density or 

undesirable crust color, become noticeable only at the 

stage of thermal treatment. In such cases, the 

production process is forced to end without the 

possibility of correction, which leads to a loss of 

resources such as raw materials, energy and time. In 

addition, timely identification of defective products 

requires qualified specialists or automated visual 

inspection systems. 

The article proposes an integrated approach to 

predicting defects at early stages of production, based 

on the characteristics of flour, dough and proofing 

process parameters. Using machine learning models 

will allow these characteristics to be analyzed to 

determine the probabilities of a defect even before the 

baking stage, allowing for early process termination 

or adjustments. This will not only improve production 

efficiency, but also minimize the costs associated 

with recycling or disposal of defective products. 

3.1 Data Collection and Pre-Processing 

To build a forecasting model, data were collected, 

including all measured technological product change 

portions at the stages of dough preparation, dough 

piece standing and baking. These data were obtained 

from automated production line control systems. At 

the stage of preliminary data processing, noise is 

removed, and values are normalized for subsequent 

use in machine learning models. For this, standard 

data processing methods are used, in particular, 

standardization and filling in missing values.  

In addition to automated approaches to 

identifying emissions, each of the calculated 

emissions was additionally examined manually, 

taking into account the features of the technological 

process and the specifics of production. This made it 

possible to take into account the possible causes of 

emissions and correctly make decisions on their 

removal, correction or preservation in the sample for 

further analysis. 

When selecting features for building the model, an 

individual approach was applied to each variable, 

regardless of the level of correlation with other 

features. Both statistical characteristics and the 

technological significance of each feature for 

predicting defects were taken into account. This made 

it possible to form a set of variables reflecting real 

physical and chemical processes at all stages of 

production. 

The total dataset contains 321 samples, of which 

48 are defective (class label 𝑦 = 1) and 273 are non-

defective (class label 𝑦 = 0). This indicates a class 

imbalance, which was taken into account during 

model selection and evaluation. 

Table 1 shows the selected variables, and 

Figure 1 shows their correlation matrix. Note that 

𝑥1, … , 𝑥4 determine the initial quality of the raw
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material, which has a significant impact on the 

formation of the dough structure. For example, flour 

strength (𝑥3) correlates with the sugar-forming

capacity of the dough during fermentation, and gas-

forming capacity (𝑥2) is closely related to the rise of

the dough. The group of variables 𝑥5, … , 𝑥7 describes

the main technological variables of dough mixing and 

fermentation. In particular, water consumption (𝑥5)

affects the consistency of the dough, while titran 

acidity (𝑥7) reflects the activity of enzymatic

processes and determines the taste. At the stage of 

proofing of dough pieces, two variables were 

selected: humidity and weight of the dough piece 

(𝑥8, 𝑥9), which have a direct impact on the plasticity

and readiness of the dough for baking. The high 

correlation of these variables with the quality of the 

finished product allows them to be used as predictors. 

Baking variables such as temperature and humidity in 

the humidification zone (𝑥10, 𝑥11), have a significant

impact on crust formation, baking and bread color. 

Deviations in these variables often result in defects. 

Table 1: Input and output variables of the model. 

Raw material 

or process 

Variable 

notation 
Variable decryption 

Properties of 

flour 

𝑥1 (𝑧1)
Quantity and quality of 

gluten 

𝑥2 (𝑧2) Gas-forming capacity 

𝑥3 (𝑧3) Flour strength 

𝑥4 (𝑧4) Sugar-forming capacity 

Preparing the 

dough 

𝑥5 (𝑧5) Water consumption 

𝑥6 (𝑧6) Dough fermentation time 

𝑥7 (𝑧7) Titric acidity of the dough 

Proofing the 

dough 

𝑥8 (𝑧8)
Dough piece moisture 

content 

𝑥9 (𝑧9) Dough piece weight 

Baking 

𝑥10 (𝑢1)
Humidity in the oven and in 

the humidification zone 

𝑥11 (𝑢2) Baking temperature 

y 
Defect [0, 1] (0 – no defect, 

1 – defect) 

The mathematical model is represented by the 

following (1): 

𝑦 = ℎ(𝑥), 𝑥 = [𝑥1, 𝑥2, … , 𝑥11], (1) 

where ℎ() – model (hypothesis); y, 𝑥𝑖 – the inputs and

output of the model, respectively (Table 1). 

Figure 1: Visualization of process variable correlations. 

3.2 Selection of Model Construction 
Methods 

Due to the small amount of data with defective 

products (𝑦 = 1), the model is based on data only for 

non-defective products (𝑦 = 0), focusing on 

identifying patterns in this data. Consider the parallel 

coordinates plot (Fig. 2) showing the change in input 

variables for defective and non-defective products. It 

is clear that the values of some variables have stable 

levels, while others vary significantly, but no patterns 

are observed. Figure 3 shows that the non-defective 

product data is distributed compactly and without 

clearly visible clusters. This indicates that: 

dimensionality reduction methods (PCA) can be used 

to eliminate correlated variables. 

Figure 2: Parallel coordinates graph. 
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Figure 3: Principal component distribution densities for 

𝑦 = 0. 

Thus, several methods can be proposed for 

constructing a model that do not require clear clusters 

or explicit boundaries for separation: 

1) Gaussian Mixture Model (GMM) –is one of the

best methods for detecting anomalies when data

can be represented as a mixture of several

normal distributions.

2) Isolation Forest – It is an effective algorithm for

anomaly detection that works particularly well

in high-dimensional spaces and for identifying

anomalies even when data clusters are not

obvious.

3) One-Class SVM (Support Vector Machine) –

The method constructs a hyperplane separating

"normal" data from anomalous data.

4) Local Outlier Factor (LOF) – the method

calculates the relative density of a point relative

to its neighbors. If a point has a much lower

density than its neighbors, it will be considered

an anomaly. This works well when the

anomalies are local.

5) k-Nearest Neighbors (k-NN) can be used to

detect anomalies by comparing the distances

between points. If a point is too far from its

nearest neighbors, it can be considered an

anomaly.

6) Autoencoders – is a type of neural network that

learns to reconstruct input data. It is suitable for

working with multidimensional data, when there

are complex relationships between features.

The Gaussian Mixture Model (GMM) is an 

optimal choice for this task because it can effectively 

model complex data distributions where there are no 

clear clusters or boundaries between normal and 

abnormal points. By being able to describe data as a 

mixture of several normal distributions, GMM can 

detect abnormal points that deviate from the 

underlying distribution. This is especially useful in 

situations where the number of defective points is 

limited and where traditional methods based on clear 

separations or clustering may be less effective. GMM 

can work with small amounts of data and accurately 

detect anomalies, making it the most suitable method 

for this task. In addition, the choice of GMM for this 

task is determined by the specifics of the process and 

the nature of the data. In particular, GMM is able to 

effectively work with multidimensional data that 

have a complex structure with possible latent groups. 

At the preliminary analysis stage, the distribution of 

input features showed the presence of mixed 

distributions, which further confirmed the feasibility 

of using GMM. For comparison, other methods were 

also tested - One-Class SVM, Isolation Forest and 

ensemble methods (for example, Random Forest for 

classification). GMM demonstrated high accuracy 

and stability with a small amount of defective data, 

which is important for production conditions, where 

defects are rare events. 

To make a rational choice, metrics such as the 

difference in logarithmic likelihoods between 

individual Log-Likelihood classes and 

precision/recall on test data will be used to evaluate 

the quality of forecasting and hyperparameters of the 

GMM model. 

After building and testing the model in laboratory 

conditions, the system will be tested in real bakery 

enterprises. Testing includes collecting additional 

data and adjusting the models to ensure their effective 

application in real production conditions. 

4 MODELING OF ANOMALIES 

DETECTION AND 

COMPARISON OF RESULTS 

The modeling process was performed using the 

Python programming language, using the pandas, 

matplotlib, seaborn and sklearn libraries. 

Colaboratory (Google) was chosen as the 

programming environment. 

The process of tuning the GMM hyperparameters 

(the number of components n_components and the 

type of covariance matrix) was performed based on 

cross-validation with optimization according to the 

criterion of minimizing the logarithmic likelihood 
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(Log-Likelihood) for non-rejected data. Analysis of 

the test models showed that for 4 components with a 

full covariance matrix (covariance_type='full') the 

best balance between sensitivity and specificity of the 

model is achieved. This choice is consistent with the 

physical nature of the process, where each component 

can correspond to a separate technological state or a 

group of production conditions. 

Based on the preliminary analysis, as well as 

through modeling, the following models were 

selected: 

▪ Model 1: GMM by 2 principal components

(PCA) with the number of Gaussian components

n_components=5 and with the type of

covariance matrix covariance_type= 'full';

▪ Model 2: GMM by 2 principal components

(PCA) with the number of Gaussian components

n_components=7 and with the type of

covariance matrix covariance_type= 'full';

▪ Model 3: GMM for all features with the number

of Gaussian components n_components=3 and

with the type of covariance matrix

covariance_type= 'full';

▪ Model 4: GMM for all features with the number

of Gaussian components n_components=4 and

with the type of covariance matrix

covariance_type= 'tied';

▪ Model 5: GMM for all features with the number

of Gaussian components n_components=4 and

with the type of covariance matrix

covariance_type= 'full'.

For each model, an optimal wear threshold was 

selected based on the logarithmic probability estimate 

of training and test points. This allows to determine 

the most optimal threshold for detecting anomalies in 

unknown data. 

Table 2 shows the simulation results for different 

model configurations in terms of Precision and Recall 

metrics, as well as the minimum Log-Likelihood 

values. Model 1 shows a medium balance between 

prediction accuracy and anomaly detection ability. 

Precision is 0.8, indicating that most of the predicted 

anomalies are correct, but Recall at 0.34 indicates that 

most of the anomalies were not identified. The 

suitable Log-Likelihood range shows a small gap 

between the classes, which explains the low Recall 

score. Models 2 and 3 show ideal Precision values 

(1.0), but Recall for Model 2 remains unchanged 

(0.34), while Recall increases to 0.67 for Model 3. 

This indicates an improvement in anomaly detection 

while maintaining accuracy. It is worth noting that 

Model 3 has a significantly lower minimum Log-

Likelihood value for class y=0 than Model 2, which 

contributes to better anomaly classification. Model 4 

maintains the results of Model 3 for Precision and 

Recall, but has an even lower minimum Log-

Likelihood value for class y=0, which may indicate 

an improved ability of the model to separate classes. 

Model 5 shows the best results with Precision and 

Recall at 1, which means that all the model’s 

predictions were correct and all anomalies were 

detected. It is important to note that this model has a 

lower Log-Likelihood value for class y=1 than the 

previous models, which contributed to its high 

accuracy. 

The analysis shows that the key factors for 

successful modeling are the optimal choice of 

parameters to ensure the maximum gap between the 

Log-Likelihood values for the classes. Model 5 is the 

best, but its behavior should be further assessed on a 

larger data sample. 

Table 2: Simulation results. 

Model Precision/

Recall 

Normalized Log-Likelihood 

(min(y=0) / max(y=1)) 

1 0.8 / 0.34 0.12 / 0.15 

2 1 /0.34 0.13 / 0.15 

3 1 / 0.67 0.06 / 0.15 

4 1 / 0.67 -0.14 / 0.01

5 1 / 1 0.17 / 0.05 

Figure 4a shows a scatter plot with normalized 

probabilities based on two principal components 

(PCA), showing how normal and abnormal points are 

classified based on the GMM method. Normal points 

are preferentially located in the same region of the 

principal component space, and their probabilities 

(estimates based on the GMM) are normalized and 

represented by a color scale. Abnormal points have 

significantly lower log-probability values, 

corresponding to their separation from normal points. 

They differ from normal points in the principal 

components, indicating their deviation from the 

expected behavior. 

Figure 4b shows the histogram of the log-

likelihood distribution for the two classes. Normal 

points have log-likelihood values between 0 and -5, 

with most values concentrated near values close to 

zero (indicating a high probability of belonging to the 

normal class). Abnormal points have significantly 

lower log-likelihood values, confirming their 

deviation from normal behavior. This distribution 

clearly shows that the model separates abnormal 

points from normal ones, since their log-likelihoods 

are very different. 

Figure 4c shows the test results, which are the log-

likelihoods for each point for two classes: y=0 

(normal) and 𝑦 = 1 (abnormal). For the 𝑦 = 0 class,  
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Figure 4: Simulation results for Model 5 on test data: (a) Scatter plot with log-likelihoods; (b) Log-likelihood distribution 

(nearest scale); (c) Test results. 

the log-likelihood values range from -6 to 0. This 
indicates that normal points have probability values 
that are not very low, which correlates with a high 
probability of their belonging to the normal category. 
For the 𝑦 = 1 class, the log-likelihood value is 
significantly lower, indicating that these points have 
a low probability of being part of the normal 
population, confirming their abnormality. 

5 STRATEGY FOR DEFECT 

REDUCTION 

Based on the constructed model for predicting defects 
in bakery products, a control strategy is developed 
that, by changing the set values of the oven 
temperature and humidity regulators, allows reducing 
the amount of defects (Fig. 5). The developed model 
based on the current values of the input data 𝑥 
(control variables 𝑢1, 𝑢2 and disturbance variables
𝑧1, … , 𝑧9), before the baking stage, provides the state
of the original product (not defective/defective) and if 
y=1 is predicted, then the control variables 𝑢1, 𝑢2 are
corrected. If such values are not found, then a 
message is generated about the need for changes at 
the previous stages of the technological process. In 

particular, at the stages of dough preparation and 
baking by changing the process mode variables 
𝑧5, 𝑧6, 𝑧7 and 𝑧8, 𝑧9, respectively.

The correction of the control variables 𝑢1, 𝑢2 can
be implemented through various approaches 
depending on the available resources. One option is 
to use historical data to find cases with similar values 
of the disturbance variables 𝑧1, … , 𝑧9, where y=0 was
predicted, and apply the corresponding values of 
𝑢1, 𝑢2 for correction according to the nearest neighbor
principle. Another approach is to build a regression 
model studying the relationship between 𝑢1, 𝑢2 and
the disturbance variables at y=0, and use this model 
to predict the optimal values of the control variables. 
Numerical optimization can also be used to find the 
values of 𝑢1, 𝑢2 that minimize the risk of defects by
modeling and selecting the control variables. 

Another approach is to use inverse modeling 
based on an existing GMM, where feasible values of 
𝑢1, 𝑢2  are selected by gradually varying the input
variables until the forecast y=0 is achieved. 
Alternatively, iterative simulation can be performed 
using the main model, gradually changing the value 
of 𝑢1, 𝑢2  until the forecast y=0 is achieved. Heuristic
rules developed based on expert experience or data 
analysis can be effective, especially in complex or 
dynamic settings. 

(a) (b) 

(c)
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Figure 5: Structural diagram of the baking process correction strategy. 

The application of both approaches – defect 

prediction and control variable correction – is carried 

out through an integrated system that can operate in 

real time. Machine learning models predict the 

probability of defects based on current values of 

process parameters, and the correction system 

changes the baking conditions to minimize defects. 

6 CONCLUSIONS 

As a result of the conducted research, a model for 

predicting defects in bakery products was developed, 

which uses a set of input variables to predict the 

probability of defects at different stages of the 

technological process. The accuracy of the model was 

1.0 for Precision and Recall, which confirms the 

correctness of all defect predictions and the absence 

of missed defects, and the model is able to correctly 

identify all defective products. In terms of Log-

Likelihood, the largest difference between the two 

classes is obtained, indicating a high probability of 

accurate predictions for both classes and confirming 

the adequacy of the model. Therefore, given the 

results obtained, Model 5 is the most effective in 

predicting defects, able to correctly classify both 

missing and defective products, making it suitable for 

application in manufacturing process conditions to 

reduce defects. 

The model is part of a system that allows for the 

correction of control variables, such as oven 

temperature and humidity, based on current process 

disturbance data. Predicting defects and optimizing 

control variables help reduce the amount of defective 

products and ensure the stability of bakery product 

quality. The paper also considered various 

approaches to correcting control variables, in 

particular, numerical optimization methods, heuristic 

rules, and the use of nearest neighbor search 

algorithms to predict and correct values based on 

historical data. Thus, the proposed management 

strategy is an effective tool for improving product 

quality and optimizing the technological process in 

bakeries. The results of the study can be useful for 

implementation in industrial conditions in order to 

minimize defects and ensure high quality of the final 

product. 
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Abstract: Ensuring process efficiency and product quality remains a critical challenge in modern manufacturing, 

necessitating the implementation of robust methodologies for process monitoring and optimisation. Lean 

Six Sigma (LSS), which integrates Lean Manufacturing and Six Sigma principles, is widely adopted to 

enhance productivity while minimising process variability and waste. A key component of LSS is Statistical 

Process Control (SPC), which employs control charts to assess process stability and compliance in real time. 

Despite extensive research on SPC applications, existing studies often fail to systematically differentiate 

common cause variation from special cause variation and to identify their critical sources in industrial 

processes. Addressing this gap, the present study evaluates the effectiveness of X-bar R control charts as a 

data-driven methodology for identifying process inefficiencies. Using Minitab Statistical Software, the 

study analyses the adhesion parameter of Thermoplastic Polyurethane (TPU) film, a material widely used 

for electronic screen protection. The methodology involves constructing X-bar R control charts to monitor 

variability patterns, establish stability thresholds, and pinpoint critical sources of process deviations. The 

findings demonstrate that X-bar R control charts provide a robust framework for differentiating process 

variations, facilitating targeted corrective actions to enhance process stability. This research highlights the 

importance of statistical modelling in industrial decision-making, particularly within automated 

manufacturing environments. A key contribution of the study lies in its demonstration of the practical 

applicability of control charts in quality management and the integration of data-driven techniques for 

process control. Future research should investigate advanced machine learning-based SPC approaches to 

refine real-time decision-making and expand the applicability of control charts to dynamic and complex 

production systems. By reinforcing the role of statistical tools in quality engineering and operational 

excellence, this study contributes to the broader discourse on digital transformation in industrial process 

optimisation.

1 INTRODUCTION 

Quality is an integral aspect in the proper and 

efficient functioning of production processes. In 

recent decades, a significant increase in its relevance 

has been observed [1], and multifaceted quality 

control has become a key element in maximising 

quality levels [2]. The described approach leads to 

building a market advantage for companies 

implementing activities within the described policy.  

Of paramount importance is the need to combine 

activities aimed at improving quality, with a parallel 

increase in process efficiency [3]. Aiming to 

continuously improve productivity in the realised 

processes and increase the quality of manufactured 

products through continuous improvement, requires 

the implementation of specific methodologies such 

as Lean Six Sigma (LSS), which is an integration of 

Lean Manufacturing and Six Sigma. The general 

premise of the above-mentioned strategy is the 

elimination of waste, aimed at increasing 

productivity while reducing production costs [4-7].  

It should be emphasised that in order to realise 

the assumptions that constitute the essence of 
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successful LSS implementation, statistical process 

control (SPC), which involves the use of a wide 

range of indicator-based statistical methods to 

monitor and control process quality, becomes an 

extremely important aspect [8,9]. A fundamental 

tool within SPC are control charts, which enable the 

assessment of process compliance in terms of their 

stability and real-time performance [10-12]. The 

creator of control charts is considered to be Walter 

Shewhart [11]. Their primary purpose is to detect at 

an early stage undesirable trends, behaviour in the 

process area, which could be an initiating factor for 

defects or losses. The essence of the operation of 

control charts needs to be emphasised that they are 

not based on mathematical models, and the 

prediction of the further course of the process (future 

results), is based solely on process data obtained 

within the realised area. 

The essential elements of the control chart are 

the boundary lines, which define the ranges of 

acceptable process variability. A distinction is made 

between: The central line, which represents the 

process average, as well as the upper (UCL) and 

lower control limits (LCL). Through simplicity of 

interpretation, when points on the control line fall 

outside the limits or when characteristic trends or 

other specific signals – common cause or special 

cause variation – are observed, it should indicate that 

the process is not performing as intended, and the 

consequence is to take intervention measures aimed 

at identifying and eliminating the factors creating the 

problem.  

If, on the other hand, all measurements are 

within the control limits, such a situation should be 

interpreted as the fact that there is a common cause 

variation in the process, which is consistent, stable 

and predictable within a certain range of data, and 

actions aimed at reducing the variability of the 

process should focus on the area of identifying the 

sources of variability, by, among other things, 

understanding the cause-effect sequence of the 

analysed process.  

Thus, for individual data, a single point outside 

the control limits on a Moving Range (MR) chart is 

classified as special cause variation, whereas for 

subgroup data, a point outside the control limits on 

a Range (R) chart indicates special cause variation. 

If all points remain within the control limits without 

significant trends or patterns, the process is 

considered to exhibit only common cause variation.

These identification criteria are consistent with 

widely accepted control chart rules used to detect 

special cause signals. 

Based on the classification according to quality 

characteristics, two types of control charts should be 

distinguished – those based on a numerical 

evaluation; for example: product sizes, their weight, 

etc. and control charts based on an alternative 

evaluation; for example, the number of defective 

pieces in a batch. An important point to note is that 

the most commonly used tools focused on 

monitoring variables when evaluating numerically 

are: X-means chart (sample averages are plotted), R 

chart (range values), S chart (standard deviation 

values) or S2 chart (variance values). An example of 

a control chart is shown in Figure 1. UCL and LCL 

are included, which, based on process data, define 

the limits of process variability around the mean 

(CL). 

Figure 1: An example of a control  chart the distribution of LCL, UCL and CL.
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The ULC, LCL values determined on the control 

chart represent the limits of variation defined as 3 

Sigma [13, 14]. The indicated value is primarily due 

to the fact that the use of 3 Sigma limits enables an 

effective distinction between common and special 

cause variation. In addition, it should be noted that 

this setting of control limits represents a balance 

between the risk of Type I and Type II error, i.e. 

over- and under-reaction to process variations. A 

key element is that the Sigma value is calculated 

differently from the classic standard deviation value, 

as this figure represents only its estimate. In 

addition, depending on the type of control chart, the 

Lower and Upper Control Limit values are 

calculated differently.  

2 LITERATURE REVIEW 

A literature review in the field of scientific 

publications shows many sources highlighting the 

importance of the use of control charts as tools used 

in the area of quality improvement, by minimising 

process variance [15,16].  

In the article [17], the authors point out that 

statistical process control is a method of monitoring 

and improving a process through statistical analysis, 

with control charts as a key tool to detect changes 

that require intervention in the area of production 

processes. The publication [18] defines control 

charts as a basic statistical tool, and their simplicity 

in the area of design, using the solutions proposed 

by Shewhart, based on a statistical or economic 

criterion, significantly facilitate the interpretation of 

the process and the taking of specific corrective 

actions when we have specific signals to do so. The 

author [19], on the other hand, emphasises the 

versatility of the use of control charts by monitoring 

each production stage. Furthermore, the article 

defines control charts as the most important method 

of quality control.  

In the article [20], the authors address issues 

related to the proper selection of control charts so 

that process control is as effective as possible; the 

proper identification of variability within an area of 

activity. The publication further provides an 

overview of the effectiveness of different types of 

control charts, such as Shewhart type and 

exponentially weighted moving range.  

 The publication [21] draws attention to the fact 

that the implementation of conventional Shewhart 

control charts can generate risks in the form of 

relatively longer time needed to identify small or 

medium process disturbances. An alternative 

solution to improve efficiency by modifying the 

control charts is therefore proposed. The importance 

of control charts as an essential tool in the area of 

statistical process control is also addressed in a 

publication [22]. The authors define their role in the 

maintenance layer and in improving the quality level 

of the process, and the correct use of the data is an 

essential element in terms of reducing variability.  

Due to their significant added value, control 

charts are widely used in many industries [19,23]: 

medical [24-27], pharmaceutical [28], automotive 

[29], chemical [30,31] and others [32,33]. 

The analysis of the literature clearly indicates the 

validity of the use of control charts in terms of 

process monitoring. It should be emphasised that 

there is a research gap with regard to how to identify 

the type of variability (common cause or special 

cause variation) and the sources that create it. Based 

on the above, the research area of this publication is 

aimed at verifying the hypothesis that control charts 

X-bar R are an excellent tool for distinguishing

variability, as well as defining the critical areas that

are its source (common cause variation). An

additional aim of the publication is to identify

recommendations for strategies to deal with

correctly defining types of variability and

identifying their potential substrate. The activities

are comprehensive and based on an analysis of the

process from a cause and effect perspective.

3 METHODOLOGY 

The study carried out concerned the presentation of 

X-bar R check sheets as a tool to identify the

optimal approach, in order to identify the type of

variability (common cause or special cause

variation), as well as to define the potential areas

constituting its source. This study included both

quantitative and qualitative aspects. For the analysis

of the collected process data, the statistical software

Minitab 21.4.1 was used, which is an advanced

statistical tool that enables a multidimensional yet

in-depth analysis. It should be noted that Minitab

effectively presents the aspect of diversity in terms

of statistical techniques and their application in the

experimental studies carried out. The software is

centred around Automated Machine Learning for

both binary and continuous responses, leveraging a

Predictive Analytics Module [34]. Tailored for

business-focused operations, it provides users with

convenient methods to input statistical data,

manipulate it, identify patterns and trends, and

ultimately analyse the data to address real-world
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problems. Minitab streamlines data analysis, making 

it particularly suitable for statistical interpretation at 

the business level. It offers a variety of visual tools 

like histograms, boxplots, and scatterplots, enabling 

professionals to conduct statistical analysis more 

efficiently and derive insights from their data. 

Furthermore, it empowers users to compute 

descriptive statistics for their datasets. 

Based on the research hypothesis, a case study 

focused on the supply control process of TPU 

(thermoplastic polyurethane) films was conducted. 

The adhesion parameter - the strength of the 

adhesive with which the film is coated - was 

investigated. This parameter is a key value for TPU 

films protecting the screens of electronic devices, so 

its constant control is very important.    

The limitations of the inference in terms of the 

case study carried out may be due to several 

independent factors. Crucially, when investigating 

process variability, two lab technicians were used at 

the data collection stage and samples from four 

different material deliveries were analysed. Two 

samples were taken from each delivery, which were 

subjected to three independent measurements (each). 

The sampling tree created at the planning stage, 

together with a combination of X-bar R control 

charts, allows the sources of variability to be 

identified, as well as the area in terms of variability 

that most builds up the global variability of the 

process analysed.  

In order to test the adhesion of the films, proper 

sample preparation becomes a key element. The 

material to be tested is cut in the form of strips 15 

cm. long and 2.5 cm. wide. The film samples

prepared in this way are glued onto 100 x 50 x 4

mm. laboratory float glass. (one batch of glass was

used in the study). The adhesion force was measured

using an Axis force meter, model FB on an

automatic tripod, model STAH. The speed of the

automatic gantry was a constant value - 20 mm./s for

each run. Ambient conditions - 23.1°C ± 0.1;

humidity - 60% ± 1.

4 RESEARCH RESULTS 

The research carried out within the scope of this case 

study aims to find an answer in the area of the 

hypothesis, which was defined on the basis of the 

identified research gap. The area of results 

represents a broad spectrum of statistical analysis, 

based directly on quantitative analysis, enriched by 

elements of qualitative analysis. The numerical data 

on which the statistics focus are primary in nature. 

The histogram presented in Figure 2 shows the 

total distribution of adhesion measurement data over 

three months. It should be clearly emphasised that 

the data included in the analysis includes the total 

variability of the process, which is a critical element 

for correct inference based on the results obtained. 

The lower limit of the adhesive force specification is 

12N, while the value of the upper limit was set 

at 18N. 

Figure 2: Histogram of the analysed values (three months). 

When analysing Figure 2, it should be noted that 

some of the measurements obtained during the 

process are outside the accepted specification limits, 

which may pose a problem in terms of ensuring the 

expected quality. In addition, the distribution of the 

data presented in this chart reveals some differences 

in the context of a classical normal distribution, 

which should be particularly taken into account 

when determining further research directions and the 

tools to be used. 

Figure 3; Time Series Plot, in contrast to 

Figure 2, corresponds to the distribution of the 

process data, taking into account their actual 

sequence. The data included in the Time Series Plot 

represent the absence of characteristic waveforms or 

strictly defined trends, and their arrangement is 

completely random, confirming that no strong 

external factor acted on the process, which could 

cause a serious problem within erroneous inference. 
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Figure 3: Time Series Plot of the analysed values (three 

months). 

Based on the assumptions of the research study 

carried out, a sampling tree was prepared - Figure 4 - 

before proceeding to the data collection stage, which 

was analysed directly to define the type of 

variability dominating the process, as well as to 

identify its sources.   

Figure 4: Sampling Tree; case study. 

The sampling tree was developed with reference 

to the initial assumptions made - two operators in the 

process, four deliveries of material from which two 

samples were taken for testing, and each sample was 

measured three times.  

The data acquired at the sampling stage reflects 

the total variability of the process and can therefore 

be used for further analysis. Based on the collected 

results, an X-bar R - Figure 5 control chart was 

prepared using Minitab, which enables an extensive 

statistical analysis to be carried out in the area of 

defining the parameters that constitute the purpose 

of this publication - determining the type of 

variability, as well as defining the source of 

variability dominating the process (operator to 

operator, delivery to delivery, sample to sample, 

measurement to measurement), taking into account 

the percentage of global variability. The 

interpretation of control charts for distinguishing the 

type of variation was based solely on identifying 

single points outside the control limits on the 

Range (R) chart in the analyzed case. 

Figure 5: X-bar R control chart; adhesion. 

Average of the range: 

�̅� =  
∑ 𝑅𝑖

𝑘
𝑖=1

𝑘
=  

5+6+5+3+5+5+7+4

8
= 5, () 

where Ri is the range of the i-th subgroup and k is 

the number of subgroups. 

Average of averages: 

�̅̅� =  
∑ �̅�𝑖

𝑘
𝑖=1

𝑘
=

12.00+15.00+15.33+17.33+14.00+15.00+14.67+14.67

8
= 14.75 ,

where �̅�i is the average of the i-th subgroup and k is 

the number of subgroups. 

Upper Control Limit (UCL) and Lower Control 

Limit (LCL) for R chart: 

𝑈𝐶𝐿𝑅 = 𝐷4 · �̅� = 2.575 · 5 = 12.87, () 

n < 7, 𝐿𝐶𝐿𝑅 = 0, () 

n ≥ 7, 𝐿𝐶𝐿𝑅 = 𝐷3 · �̅�. () 

The value of the constant D4 for the subgroup 

size k=3, is 2.575. 

Upper Control Limit (UCL) and Lower Control 

Limit (LCL) for X-bar chart: 

𝑈𝐶𝐿�̅� = �̅̅� + 𝐴2 · �̅� = 14.75 + 1.023 · 5 = 19.87,   () 

𝐿𝐶𝐿�̅� = �̅̅� − 𝐴2 · �̅� = 14.75 − 1.023 · 5 = 9.63.    () 

The value of the A2 constant for the subgroup 

size k=3, is 1.023. 

() 
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Determining the percentage distribution of 

individual sources of variability in terms of global 

variability makes it easy to identify which source of 

variability is the dominant source in the process and 

which one should be addressed first: 

100% = �̂�2
𝑡𝑜𝑡𝑎𝑙 = �̂�2

𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑡𝑜 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 +
�̂�2

𝑠𝑎𝑚𝑝𝑙𝑒 𝑡𝑜 𝑠𝑎𝑚𝑝𝑙𝑒 + �̂�2
𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑡𝑜 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 +

�̂�2
𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑡𝑜 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 .

Variability: measurement to measurement: 

�̂�2
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑡𝑜 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 = (

�̅�

𝑑2
)

2

= 

= (
5

1.693
)

2
≈ 8.72 

where d2 is a constant value, which for a subgroup of 

3 is 1.693. The value of �̅� (5), is read from the R 

chart created by "wrapping" the sampling tree and 

calculating the new parameters.  

Variability: sample to sample: 

where d2 is a constant value, which for a subgroup of 

2 is 1.128. The value of �̅� (1.5), is read from the R 

chart created by "wrapping" the sampling tree and 

calculating the new parameters.  

Since the obtained sample-to-sample variability 

score according to the above calculation reached a 

negative value, it is necessary to assume that it is 0. 

Variability: delivery to delivery: 

�̂�2
𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑡𝑜 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 = (

�̅�

𝑑2
)

2

−
�̂�2

𝑠𝑎𝑚𝑝𝑙𝑒 𝑡𝑜 𝑠𝑎𝑚𝑝𝑙𝑒

2
−

�̂�2
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑡𝑜 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡

3·2
= (

1.5

1.128
)

2

− 0 −
8.72

6
≈ 0.32 , 

where d2 is a constant value, which for a subgroup of 

2 is 1.128. The value of �̅� (1.5), is read from the R 

chart created by "wrapping" the sampling tree and 

calculating the new parameters.  

Variability: operator to operator: 

where d2 is a constant value, which for a subgroup of 

2 is 1.128. The value of �̅� (0.33), is read from the R 

chart created by "wrapping" the sampling tree and 

calculating the new parameters.  

Since the obtained sample-to-sample variability 

score according to the above calculation reached a 

negative value, it is necessary to assume that it is 0. 

Based on calculations of the significance of 

individual types of sub-variability in terms of global 

variability, the dominant source is measurement to 

measurement variability - 96.46%, a small fraction is 

delivery to delivery variability - 3.54%, while the 

remaining sub-variabilities are not statistically 

significant. 

5 DISCUSSION 

The case study provides a valuable resource in terms 

of the use of X-bar R control charts and the direct 

benefits of their implementation. The statistical 

analysis provides important data on the approach to 

identifying the type of variability and which factor is 

key to shaping the holistic variability of the process. 

Distinguishing the types of variability has 

a fundamental impact on defining the right course of 

action in the context of variance reduction, while 

identifying the critical area that is most responsible 

for building total process variability is a fundamental 

aspect as an element that can lead to holistic 

variability reduction. It should be noted that any case 

study involves certain limitations that may result in 

incomplete objectivity in adequately representing the 

area of knowledge studied. 

Publications [35-38] point out that the primary 

objective in terms of implementing control charts is 

to minimise the costs resulting from process control, 

as well as to increase the quality of products and 

services. On the other hand, the article [40] points 

out that X-bar and R chart are effective tools in 

detecting signals that may indicate that a process is 

out of control. 

In the article [38], the authors emphasise that the 

X-bar R control charts is widely used in quality

management systems, but attention should be paid to

the likelihood of false alarms due to its direct

limitations. Publications [35-38] indicate that X-bar,

which are used to control the process mean, and R

charts, which are responsible for controlling

variance, do not have an adequate level of sensitivity

to respond to small changes in process parameters.

Instead, the authors [35] propose the use of the

adaptive non-central chi-square statistic chart, which

() 

() 

() 

() 

() 
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has a significantly higher level of performance 

compared to standard control charts.  

A number of literature sources indicate a trend 

towards the development of control charts, aiming to 

develop robust tools that eliminate the risk of 

detecting signals lacking statistical significance. In 

[41], the authors highlight the fact that X-bar and R 

chart are extremely useful for controlling and 

detecting causes generating adverse effects in terms 

of process variability, pointing out that in order to 

increase the sensitivity of a standard control chart, it 

is necessary to include an auxiliary variable in the 

analysis. The content of the article [42] focused on 

the aspect of improving the effectiveness of 

signalling variance increases with respect to the 

classic R chart (Shewhart), and the values obtained 

showed that an R chart with variable parameters is 

more sensitive to variance increases.  

Moreover, the findings of this study, particularly 

regarding the use of statistical tools for monitoring 

and controlling variations in industrial processes, 

align with the broader methodological approaches 

applied in other domains. For instance, research on 

electronic administration systems has highlighted the 

role of digitalisation in improving process efficiency 

and ensuring regulatory compliance, which is 

conceptually related to process control and quality 

assurance mechanisms in industrial settings [43]. 

Similarly, studies on anti-money laundering 

strategies in digital economies have demonstrated 

the importance of systematic risk detection and 

mitigation, paralleling the approach used in 

identifying variability sources within production 

processes [44]. In addition, cybersecurity research 

underscores the necessity of continuous monitoring 

and early detection of anomalies, reinforcing the 

importance of real-time statistical control in quality 

management [45; 46]. Furthermore, methodological 

advancements in experimental design and factorial 

analysis for quality management provide additional 

insights into improving the precision of variance 

detection [47]. Lastly, research on artificial 

intelligence in process optimisation suggests that 

machine learning-driven SPC techniques could 

enhance the predictive capabilities of control charts, 

providing a future direction for expanding the 

applicability of X-bar R charts in automated 

manufacturing environments [48]. 

The literature sources covered in this chapter 

highlight the importance of control charts, pointing 

to the potential for problems in terms of the proper 

detection of factors that generate small changes in 

process parameters (X-bar R). The analysis of the 

literature indicates that there is a lack of detailed 

description of how to proceed in the interpretation of 

X-bar R control charts in the context of defining the

type of variation, identifying critical areas

corresponding to potential sources of variation, as

well as indicating the percentage distribution of

partial variation on a global basis.

6 CONCLUSIONS 

The statistical analysis carried out within the scope 

of this case study provides a broad spectrum of 

information in terms of the hypothesis set up based 

on the identified research gap. It should be 

mentioned that the analysis carried out indicates the 

importance of distinguishing common cause and 

special cause variation, as an overarching element 

that initiates actions aimed at minimising variability, 

and also includes an aspect related to the 

identification of the source or sources of partial 

variation, which are critical in terms of global 

process variability. 

The article confirms the research hypothesis, 

highlighting the importance of using the control 

charts X-bar R. The R chart makes it possible to 

assess stability in the area of process variability. 

Furthermore, it provides important information by 

indicating the type of variability present; common 

cause or special cause variation. Correctly 

distinguishing the type of variation defines the 

subsequent workflow related to minimising the total 

variation. If special cause variation is identified in 

the process, it becomes necessary to take immediate, 

short-term action. In the case of common cause 

variation, on the other hand, it is necessary to first 

understand the cause-effect sequence of the process, 

an important aspect being then to define the areas 

from which the greatest variability arises. In 

identifying the area of variation, the X-bar plays an 

invaluable role, being responsible for monitoring 

changes at a central level, thus making it possible to 

pinpoint the origin of the source of variation, which 

in turn significantly facilitates the identification of 

the process factors that can have a decisive influence 

on its creation. X-bar and R-control charts are 

particularly useful in batch and continuous 

production, where continuous quality monitoring is 

key to maintaining standards and minimising waste. 

Future research directions should focus on 

enhancing the effectiveness of statistical process 

control by integrating artificial intelligence and 

machine learning algorithms. The development of 

predictive SPC models based on historical data and 

real-time sensor inputs could provide more accurate 
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anomaly detection and facilitate proactive decision-

making. Additionally, expanding the application of 

X-bar R control charts to dynamic and adaptive

manufacturing environments, such as Industry 4.0

and smart factories, would allow for a deeper

understanding of process behaviour under varying

conditions. Further interdisciplinary studies can

explore the correlation between statistical process

control and digital transformation trends, including

blockchain-based traceability in supply chains and

the use of cyber-physical systems for real-time

quality monitoring. Moreover, addressing the

limitations of traditional SPC methods by

developing hybrid approaches that combine

statistical techniques with computational intelligence

can open new avenues for improving production

efficiency and reducing defects. Lastly, applying

control charts in non-industrial sectors, such as

healthcare, finance, and environmental monitoring,

could provide valuable insights into variability

management and contribute to a broader adoption of

SPC methodologies in diverse domains.
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Abstract: The AktiMuW project aims to enhance mobility assistance for elderly individuals by developing a smart 

rollator equipped with advanced posture monitoring. A crucial aspect of this system is the detection and 

correction of the user's posture of legs. This is based on measuring the distance between the user and the 

rollator, among other methods. The study evaluates three different distance sensors – HC-SR04, HC-SR04-

P, and TFmini-S to determine the most reliable and suitable option. To achieve this, a series of use case 

centered experiments were conducted, where each sensor's performance was tested. The HC-SR04 

demonstrated relatively low measurement error, with Root Mean Square Error (RMSE) values ranging from 

0.64 cm to 0.89 cm but required a 5V power supply and additional voltage conversion components, 

complicating integration to single board computers (SBC). The HC-SR04-P, an updated model, operates 

reliably at 3.3V – compatible with Raspberry Pi boards – and maintained comparable measurement precision, 

with RMSE values of 0.57 cm and 0.78 cm. In contrast, the TFmini-S LiDAR sensor exhibited higher RMSE 

values of 5.42 cm and 2.89 cm, particularly struggling at shorter distances, making it unsuitable for this 

application. Further gait analysis tests confirmed that the HC-SR04-P could effectively monitor the user's 

position, despite occasional signal reflections. The study concludes that the HC-SR04-P is the optimal choice 

for the rollator Machine Learning algorithms due to its balance of accuracy, compatibility, and cost-

effectiveness. These findings contribute to the theoretical understanding of sensor-based posture monitoring 

and hold practical significance for the development of assistive mobility devices and further algorithms.

1 INTRODUCTION 

1.1 Motivation 

As people age, they often require more assistance [1]. 
According to [2], mobility declines significantly with 
age, as majority of people over 85 experience some 
difficulty walking, and mobility disability is linked to 
increased risks of social isolation, falls, and 
depression. Robotics can help provide essential 
support to enhance their independence and quality of 
life [3]. The goal of the AktiMuW [4] project is to 
develop a smart rollator for elderly individuals, 
providing them with enhanced assistance [5] in daily 
tasks, whether navigating indoors or walking to the 
nearest grocery store (for instance, with the help of 
road signs detection [6]). 

One key area of development in the project is 
posture monitoring, which relies on data from 

multiple sensors. To achieve accurate posture 
assessment, it is crucial to identify the most suitable 
sensor for measuring the distance between the 
AktiMuW Rollator and the user for gait identification 
[7], [8]. The following tests aim to determine which 
sensor best fulfills this role. 

1.2 Problem Statement 

Ultrasonic sensors HC-SR04 [9] are widely used for 
various applications. These ultrasonic sensors have 
been implemented to measure the distance between 
the rollator and the user’s legs but have demonstrated 
inconsistent performance. This leads to reliability 
issues for addressed use case of gait analysis. To 
address this challenge, a study based on a series of 
tests was conducted to evaluate sensor technology 
and determine the most suitable option for the project. 

The main technical focus is set to compare 
ultrasonic versus laser sensor. By analyzing the 
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performance of pre-selected sensors, the goal is to 
identify the most effective solution for accurately 
measuring the user’s distance from the rollator. The 
findings from these tests will lead to further 
improvements in the smart rollator’s design, 
particularly in enhancing its posture detection 
machine learning algorithms [10], [11], [12], [13]. 

2 SENSORS REVIEW 

The evaluation process involved comparing three 

different sensor types: 

▪ HC-SR04 (5V),

▪ HC-SR04-P (3.3V),

▪ TFmini-S (5V).

The current study setup for distance reading 
consists of Raspberry Pi Zero W with, for instance, 
two ultrasonic sensors HC-SR04, like shown in 
Figure 1. 

Figure 1: Raspberry Pi Zero W Schematic of Sensor 

Connections. 

2.1 HC-SR04 

HC-SR04, shown in Figure 2, is the ultrasonic sensor 

that was used for first proof of concept 

implementation on rollator. 

Figure 2: HC-SR04 ultrasonic sensor. 

Characteristics are: 

▪ Working Voltage: DC 5V;

▪ Working Current: 15 mA;

▪ Working Frequency: 40 Hz;

▪ Maximum Range: 4 m;

▪ Minimum Range: 2 cm;

▪ Measuring Angle: 15 degrees;

▪ Dimensions: 45x20x15 mm;

▪ Price: approx. 3€.

Reviewing the device specifications and 
connection schematics reveals that the HC-SR04 
sensor needs to be powered by 5V. GPIO of 
Raspberry Pi Zero board requires 3.3V, but supports 
5V power supply. This mismatch causes issues with 
the Raspberry Pi. 

However, the main problem is that sensor does not 
perform voltage conversion on its ECHO pin, while 
the Raspberry Pi’s GPIO can only handle 3.3V. As a 
solution, a voltage divider consisting of two resistors 
can be used. With all this in mind, electrical 
connection scheme is shown in Figure 3. 

Figure 3: Scheme of HC-SR04 connected to Raspberry Pi 

powered by 5V and voltage divider at ECHO pin. 

2.2 HC-SR04-P 

Figure 4 displays HC-SR04-P [14], which is a version 

of HC-SR04 sensor that can operate both at 5V and 

3.3V. 

Figure 4: HC-SR04-P ultrasonic sensor. 
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Characteristics are: 

▪ Working Voltage: DC 3.3–5V;

▪ Working Current: <2 mA;

▪ Working Frequency: 40 Hz;

▪ Maximum Range: 500 cm;

▪ Minimum Range: 2 cm;

▪ Measuring Angle: 15 degrees;

▪ Dimensions: 45x20x15 mm;

▪ Price: approx. 3€.

Since the HC-SR04-P is merely a modification of 

the HC-SR04, the main advantage is, that this sensor 

will be directly connected with 3.3V power and 

GPIO. Within following evaluation, it is analyzed if 

performance differs between 5V and 3.3V version. 

2.3 TFmini-S 

The TFmini-S [15] is a single-point LiDAR sensor. It 

was included in the tests to introduce a different type 

of sensor, distinct from ultrasonic sensors, and to 

compare their performance. Figure 5 illustrates the 

visual appearance of the sensor. 

Figure 5: TFmini-S single-point LiDAR sensor. 

Its characteristics are as follows: 

▪ Operating range: 0.1m–12m;

▪ Accuracy: ±6 cm at 0.1–6m, ±1% at 6m–12m;

▪ Measurement unit: cm;

▪ Range resolution: 1cm;

▪ FOV: 2 degrees;

▪ Frame rate: 1~1000Hz;

▪ Supply voltage: 5V±0.1V;

▪ Average current: ≤140mA;

▪ Peak current: 200mA;

▪ Average power: 700mW;

▪ Communication level: LVTTL (3.3V);

▪ Price: approx. 42€.

3 PRE-EVALUATION ANALYSIS 

3.1 Sensor Test Setup 

Each sensor will be tested individually by detecting 

an obstacle at four distances: 5 cm, 30 cm, 60 cm, and 

100 cm. The boundaries of 5 cm and 100 cm were 

chosen because rollator users are likely to operate 

within this range. The goal is to evaluate the accuracy 

of each sensor type and compare their performance, 

like shown in Figure 6. 

To provide a compact measure of each sensor’s 

performance, tables, such as Table 2, present the 

average distance measurements recorded by each 

sensor at four test distances. These averages offer a 

simplified view of each sensor’s typical response at 

each range. 

The bottom row of the table reports the Root 

Mean Square Error (RMSE) [16] for each sensor, 

calculated relative to the true distances. RMSE is 

computed from the average readings and provides a 

single-value summary of overall deviation. It is 

defined as: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖 − 𝑎𝑐𝑡𝑢𝑎𝑙𝑖)

2𝑛
𝑖=1   (1) 

where 𝑛 is the number of test distances. 

The test setup consists of: 

▪ Raspberry Pi Zero W,

▪ Laptop with SSH connection to the Raspberry

Pi,

▪ USB-A to Micro-USB cable,

▪ a breadboard,

▪ jumper cables,

▪ 120Ω and 220Ω resistors,

▪ Measuring tape fixed to a desk,

▪ Centered cardboard box as an obstacle.

Figure 6: Example of the test setup. HC-SR04 tested 

at 30 cm. 
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3.2 HC-SR04 Test 

As mentioned before, HC-SR04 will be powered by 
5V with connected and voltage divider at ECHO pin, 
consisting of 120Ω and 220Ω resistors. 

Connections between the HC-SR04 and the 
Raspberry Pi Zero W are shown in Table 1. 

Table 1: Connections between two HC-SR04 or HC-SR04-
P and the Raspberry Pi Zero W. 

HC-SR04 
(-P) Left 

Raspberry 
Pi Zero W 

HC-SR04 
(-P) Right 

Raspberry 
Pi Zero W 

VCC 5V/ 3V3 VCC 5V/ 3V3 

TRIG GPIO22 TRIG GPIO5 

ECHO GPIO27 ECHO GPIO6 

GND Ground GND Ground 

Figures 7 - 10 show the results of conducted tests 
with HC-SR04 sensors. 

Table 2: Average distance readings for each HC-SR04 unit. 

Test 
Distance, 

cm 

Average readings, cm 

HC-
SR04 1 

HC-
SR04 2 

HC-
SR04 3 

HC-
SR04 4 

5 5.39 5.20 5.54 5.42 

30 30.52 30.12 30.88 30.30 

60 59.95 59.55 59.70 60.15 

100 98.73 98.40 98.97 98.87 

RMSE, 
cm 

0.74 0.89 0.79 0.64 

As shown in Figures 7–10 and Table 2, all four 
sensor units generally provide consistent distance 
measurements to the object in front of them. 
However, occasional outliers to random distances 
occur. Notably, these outliers appear on different 
sensors at various distances, suggesting they may be 
caused by external interference. 

The Root Mean Square Error for individual 
sensors ranges from 0.64 cm to 0.89 cm, reflecting 
relatively small overall deviations from the true 
values. 

3.3 HC-SR04-P Test 

Since HC-SR04-P is just a modification of HC-SR04 

that can operate at both 5V and 3.3V, in this test for 

variability it will be powered by 3.3V without voltage 

divider at ECHO pin. Additionally, the current 

Raspberry Pi setup on the rollator already powers the 

ultrasonic sensors via 3.3V. Connections are shown 

in Table 1. Figures 11–14 show the results of 

conducted tests with HC-SR04-P. 

Figure 7: Comparison of four HC-SR04 units at 5 cm. 

Figure 8: Comparison of four HC-SR04 units at 30 cm. 

Figure 9: Comparison of four HC-SR04 units at 60 cm. 

Figure 10: Comparison of four HC-SR04 units at 100 cm. 
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Figure 11: Comparison of two HC-SR04-P units at 5 cm. 

Figure 12: Comparison of two HC-SR04-P units at 30 cm. 

Figure 13: Comparison of two HC-SR04-P units at 60 cm. 

Figure 14: Comparison of two HC-SR04-P units at 100 cm. 

Table 3: Average distance readings for each HC-SR04-P 

unit. 

Test Distance, 

cm 

Average readings, cm 

HC-SR04-P 1 HC-SR04-P 2 

5 4.90 4.62 

30 29.47 29.35 

60 60.30 60.07 

100 99.05 98.63 

RMSE, cm 0.57 0.78 

It can be observed from Table 3 that the HC-

SR04-P is very similar to the HC-SR04 in terms of 

accuracy. However, it appears to be less prone to 

sudden outliers in readings. 

The Root Mean Square Error is 0.57 cm and 0.78 

cm for the first and second units, respectively, 

indicating high accuracy relatively to the actual test 

distances. 

3.4 TFmini-S Test 

Connections between the TFmini-S and the 

Raspberry Pi are shown below in Table 4. 

Table 4: Connections between the TFmini-S and the 

Raspberry Pi Zero W. 

TFmini-S Raspberry Pi 

5V(RED) 5V 

GND(BLACK) Ground 

RX(WHITE) TXD0 

TX(GREEN) RXD0 

Results of testing are shown in Figures 15 to 18. 

Figure 15: Comparison of two TFmini-S units at 5 cm. 
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Figure 16: Comparison of two TFmini-S units at 30 cm. 

Figure 17: Comparison of two TFmini-S units at 60 cm. 

Figure 18: Comparison of two TFmini-S units at 100 cm. 

Table 5: Average distance readings for each HC-SR04-P 

unit. 

Test Distance, 

cm 

Average readings, cm 

TFmini-S 1 TFmini-S 2 

5 1.67 3.18 

30 27.12 29.15 

60 58.00 56.08 

100 90.30 96.25 

RMSE, cm 5.42 2.89 

Results, shown in Table 5, indicate that the 

TFmini-S exhibits larger deviations at all tested 

distances compared to HC-SR04 and HC-SR04-P 

sensors. 

The Root Mean Square Errors for individual 

TFmini-S sensors are 5.42 cm and 2.89 cm, indicating 

a notable decrease in accuracy compared to the results 

from ultrasonic sensors. 

Examining its specifications provides a possible 

explanation. The claimed operating range is 0.1 m to 

12 m – three times greater than that of the HC-SR04 

and HC-SR04-P. Additionally, its range resolution is 

1 cm, which prevents more precise distance readings. 

This suggests that the TFmini-S may be more 

appropriate for applications where extended range is 

prioritized over fine measurement resolution. 

4 ROLLATOR GAIT ANALYSIS 

Based on the results of previous tests, the HC-SR04-

P appears to be the most suitable sensor for use with 

the rollator. 

To assess the performance of the sensor for use in 

Machine Learning applications, it is important to 

evaluate how well it captures data under controlled 

conditions that simulate human gait. 

Therefore, a series of tests imitating a person’s 

gait will be conducted. Instead of walking with the 

device, the subject's legs will be positioned at various 

relative distances to the sensors, installed on the 

rollator. This approach ensures a controlled and 

repeatable testing environment, allowing for 

consistent data collection and more reliable insights 

into sensor performance. 

4.1 Rollator System Setup 

Figure 19 illustrates the sensor mounting 

configuration on the rollator. The sensors are 

positioned beneath the rollator’s seat and attached to 

the housing that carries the PCB with the Raspberry 

Pi Zero W, auxiliary sensors, and the Jetson Nano 2 

GB. 

Figure 19: Prototype Rollator Integration of Sensors and 

Processing Hardware. 
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The Raspberry Pi is responsible for collecting data 

from all connected sensors and transmitting it to the 

Jetson Nano, which functions as the MQTT broker. 

Sensor data is accessed via a laptop that connects 

to the MQTT broker, and subsequently stored for 

future analysis. 

4.1.1 Nyquist Theorem 

Before proceeding with gait tests, it is needed to 

check whether the sampling rate, in our case the step 

frequency, satisfies the Nyquist Theorem [17]. 

If a signal contains frequency components up to a 

maximum frequency 𝑓𝑚𝑎𝑥, then the minimum

sampling rate required to avoid loss of information is: 

𝑓𝑠 ≥ 2𝑓𝑚𝑎𝑥 (2) 

where 𝑓𝑠 is the sampling frequency (or sampling rate).

During previous test with sleep time of 0.1 

seconds between cycles, samples were taken with 

Raspberry Pi Zero at a rate of 𝑓𝑠 = 8.7 𝐻𝑧, with

average sampling period of 

𝑇𝑠 = 0.115 𝑠. This implies that, to satisfy the Nyquist

Theorem, the maximum step frequency 𝑓𝑚𝑎𝑥  would

need to be: 

𝑓𝑚𝑎𝑥 ≤
𝑓𝑠

2
=

8,7 𝐻𝑧

2
= 4,35 𝐻𝑧. (3) 

This corresponds to a minimum step period of 

𝑇𝑚𝑖𝑛 ≥ 0.23 𝑠. In other words, to violate the theorem,

a single leg would need to step faster than every 0.23 

seconds, or make approximately 5 steps per second. 

The step frequency is estimated to be around 1 step 

per second, or 1 Hz. 

This confirms that the Nyquist Theorem is 

satisfied and tests can be continued. 

4.1.2 HC-SR04-P Maximum Sampling Rate 

While still on the subject of sampling rate, it is worth 

examining the maximum achievable sampling rate of 

the HC-SR04-P when used with the Raspberry Pi 

Zero W. 

The sampling rate is dependent on the distance 

from the sensor to the obstacle. For example, if one 

object is located 5 cm from the sensor and another at 

100 cm, the signal’s flight time will be 20 times 

shorter in the first case than in the second. As a result, 

the sensor can proceed with the next reading much 

faster in the first scenario, leading to a higher 

sampling rate. 

For the following calculations, HC-SR04-P’s 

maximum specified operating distance of 400 cm will 

be used as the reference distance. 

Knowing the distance to the obstacle, which is 4 

m, and speed of sound, which is 343 m/s, maximum 

time of flight 𝑡𝑚𝑎𝑥 can be calculated:

𝑡𝑚𝑎𝑥 =
4 𝑚 × 2

343 𝑚 𝑠⁄
≈ 23.3 𝑚𝑠. (4) 

The sensor requires a short delay (~1 ms) before a 

new measurement starts, so assume a minimum cycle 

time of 𝑡𝑚𝑎𝑥 ≈ 24𝑚𝑠.

Having maximum time of flight 𝑡𝑚𝑎𝑥, maximum

theoretical sampling frequency can be found: 

𝑓𝑚𝑎𝑥 =
1

0.024 𝑠
≈ 41.7 𝐻𝑧.  (5) 

Given that on the rollator two sensors are being 

used sequentially, the theoretical maximum sampling 

rate would be: 

41.7

2
≈ 20.8 𝐻𝑧. (6) 

On practice, maximum sampling rate of 

𝑓𝑚𝑎𝑥 = 15.9 𝐻𝑧 was achieved.

4.1.3 Maximum Sampling Rate with 
Raspberry Pi 

The previous result was achieved using a test script 

focused solely on collecting data from the ultrasonic 

sensors. However, in the actual project, the 

aktimuwGetData.py script will be used. This script 

gathers information from five additional sensors, 

which increases the runtime of each cycle and 

consequently reduces the sampling rate. 

Using the previously mentioned 400 cm distance 

to an obstacle and the current script setup with a sleep 

time of 0.1 seconds between cycles, the sampling rate 

with aktimuwGetData.py is 7.3 Hz. 

Referring back to the Nyquist Theorem, it can be 

observed that the condition is still satisfied. 

By minimizing the sleep time between cycles, a 

maximum sampling rate of 10.3 Hz was achieved. 

4.2 Gait Test Methodology 

Gait analysis is essential for tracking a person's 

posture, helping to improve their overall health and 

well-being [18], [19], especially for elderly [20]. 

The following test will be conducted as follows 

(an example is shown in Figure 20): 

▪ Start with the right leg in front and the left leg

in the back; hold this position for 5 seconds.

▪ Move both legs to the middle position; hold for

5 seconds.

▪ Switch to the right leg in the back and the left

leg in front; hold for 5 seconds.

▪ Repeat the cycle from the beginning.

219 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



Test will be repeated with a reduced holding time 

of 2 seconds per position: 

▪ Start with the right leg in front and the left leg

in the back; hold this position for 2 seconds.

▪ Move both legs to the middle position; hold for

2 seconds.

▪ Switch to the right leg in the back and the left

leg in front; hold for 2 seconds.

▪ Repeat the cycle for 20 seconds.

The "middle position" refers to a stance in which 

a straight leg is positioned in front of the rollator, with 

an approximate distance of 30–35 cm between the leg 

and the sensors. 

The test will be performed with two different 

distances between the back leg’s knee and the middle 

position – 30 cm and 15 cm – to simulate larger and 

smaller steps. 

Figure 20: Example of a stance with right leg in the front 

(the middle position) and the left leg in the back. 

Additionally, a moving average filter with a 

window size of 5 will be applied to produce smoothed 

results alongside the raw data. 

4.3 Results 

In Figure 21, the results of the first test are shown. 

Each stance change – which happens approximately 

every 5 seconds – is represented by vertical dashed 

orange line. 

The test begins with the left leg positioned back, 

30 cm from its knee to the middle position, while the 

right leg is in the middle position. Around the 5-

second mark, the right leg is moved forward to the 

middle position which is indicated by vertical dashed 

orange line. At this point, a large spike in the readings 

is observed, jumping to approximately 200 cm. This 

is most likely caused by the ultrasonic signal being 

reflected off the folds in the fabric of the trousers. 

Additionally, having the back leg positioned 30 cm 

behind creates a rather acute angle between the leg 

and the sensor (Fig.20), further increasing the 

likelihood of signal reflection and inaccurate 

readings. 

Figure 21: Step test with 30 cm amplitude and 5 s cycle 

time. 

After this spike, the readings stabilize. Around the 

10-second mark, the right leg is moved back 30 cm

and held in place for 5 seconds. During this phase, a

noticeable dip in the distance readings is observed.

Following this, the right leg is returned to the middle

position, and the cycle is repeated once more.

Figure 22: Step test with 30 cm amplitude and 2 s cycle 

time. 

Figure 22 shows similar behavior to the previous 

test; however, each position is now held for a shorter 

duration – only 2 seconds. In this test stance change 

happens every 2 seconds, as shown by vertical dashed 

orange line. 

It is worth noting that, since the holding period is 

shorter and transitions between positions are not 

instantaneous, there is an increased potential for 

confusion in the sensor readings. This is particularly 

visible between the 12- to 16-second marks. 

Additionally, occasional spikes to 200 cm 

continue to occur, likely due to signal reflections. 
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Despite these irregularities, the different leg 

positions are still recognizable in the plot. 

Figure 23: Step test with 15 cm amplitude and 5 s cycle 

time. 

Moving to the next test, Figure 23 displays the 

results of the run with the back leg positioned with the 

knee approximately 15 cm behind the middle 

position, with each stance held for 5 seconds. 

Overall, the different positions can be 

distinguished; however, the back position of the left 

leg is measured as 35 cm away from the middle, 

indicating some inaccuracy. On the right leg, the 

sensor readings are closer to the actual distance 

between the sensor and the leg. 

It is also notable that the spikes up to 200 cm 

observed in previous tests are now absent. This 

supports the assumption that reducing the back leg’s 

distance decreases the angle between the leg and the 

sensor, thereby lowering the likelihood of signal 

reflections and missed measurements. 

Figure 24: Step test with 15 cm amplitude and 2 s cycle 

time. 

Figure 24 shows the results of a test similar to the 

previous one, but with each position held for 

2 seconds. Distance detection across various stances 

is once again quite satisfactory, especially 

considering the potential sources of inaccuracy 

previously discussed: signal reflections from fabric 

folds, the shorter holding time for each position, and 

the transition period between stances. 

Additionally, the slight inaccuracy observed on 

the left sensor appears to be somewhat reduced in this 

test. This suggests that the issue is likely not with the 

sensor itself but rather influenced by external factors. 

Overall, the HC-SR04-P sensors demonstrate 

reliable performance in position and distance 

detection, though they are not without flaws. 

However, it is important to consider that the 

AktiMuW project is intended to assist elderly 

individuals with mobility, and they are unlikely to 

take steps larger or faster than those observed during 

the tests. 

Taking this into account – along with the previous 

analysis of the different sensor types’ performance in 

the current rollator Raspberry Pi setup, as well as 

factors like price and reliability – the HC-SR04-P 

remains the most suitable choice for the AktiMuW 

project, it gives reliable information for further gait 

analysis and processing by machine learning 

algorithms. 

5 CONCLUSIONS 

After completing all the tests and analyzing the 

sensors, a decision can be made regarding which 

sensor should be used. 

The HC-SR04 demonstrated very good accuracy 

with the Root Mean Square Error at 0.64–0.89 cm; 

however, to use it on the rollator, a new PCB with 5V 

power traces for the sensors and voltage dividers on 

the ECHO pin would need to be created. 

The HC-SR04 exhibited low Root Mean Square 

Error values between 0.64 cm and 0.89 cm, indicating 

a relatively precise measurement capability. 

However, integrating it into the rollator would require 

the development of a new PCB with 5V power traces 

and voltage dividers on the ECHO pin. 

The HC-SR04-P resolves the power issue of the 

HC-SR04, as it can operate directly with 3.3V of 

Raspberry Pi Zero. It also demonstrated comparable 

precision, with RMSE values of 0.57 cm and 0.78 cm 

across two units. 

The TFmini-S, a LiDAR-based sensor operating 

on a different measurement principle, was considered 

as an alternative. However, test results indicated 

lower measurement accuracy, with RMSEs of 5.42 

cm and 2.89 cm. This reduced precision can be 

explained by the sensor’s measurement principle and 

focused measurement spot. Furthermore, it is at least 

10 times more expensive and requires 5V power. 
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The final gait test of the HC-SR04-P on the 

rollator confirms that the sensors are a suitable 

solution for the project and further processing by 

machine learning algorithms to identify leg position, 

usage and other states of use of rollator. 
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Abstract: Modern educational processes require automation to improve learning efficiency. The use of artificial 

intelligence (AI) allows to optimize the management of the learning process, increase the personalization of 

learning, and automate assessment. In the context of digitalization of education and the growing role of 

distance learning, it is important to create adaptive systems that meet the needs of students and teachers. Thus, 

the aim of the work is to develop and implement a web service that will support the learning process by 

automating the generation of test tasks, checking answers, and integrating with learning systems. A machine 

learning module has been implemented to automatically analyze student work (grading, checking for 

uniqueness). Natural language processing (NLP) was used to analyze student responses and create adaptive 

content. Automatic generation of test tasks based on learning materials is implemented, which increases the 

personalization of learning. Standard assessment systems (e.g., Moodle testing) are often limited to multiple 

choice, while the use of semantic analysis allows you to evaluate creative tasks and open-ended answers 

without manual verification by the teacher. Most LMS systems (Moodle, Google Classroom) provide standard 

content for all students, while the developed system adapts to the needs of a particular user, increasing the 

efficiency of learning. Instead of creating another isolated LMS system, the platform is designed with a 

flexible API that allows it to be easily integrated into existing educational solutions (for example, university 

portals). 

1 INTRODUCTION 

The evolution of educational technology has 

fundamentally transformed teaching and learning 

methodologies, significantly impacting the efficiency 

of educational processes. Early educational tools, 

such as chalkboards and projectors, laid the 

groundwork for better communication between 

educators and students. The introduction of 

computers in classrooms during the 1980s marked a 

pivotal shift, allowing for interactive learning 

experiences through specialized software 

programs [1]. As the Internet became mainstream in 

the 1990s, it opened new avenues for education, 

enabling the widespread availability of online courses 

and resources, thereby increasing accessibility. In 

recent years, there has been a growing emphasis on 

incorporating various instructional formats, including 

videos, podcasts, and interactive simulations, to 

address diverse learning styles among students. This 

multi-format approach has shown to enhance 

engagement and effectiveness, accommodating 

visual, auditory, and kinesthetic learners. As 

educators strive to create inclusive learning 

environments, the integration of technology into 

teaching practices has become essential. However, 

educational challenges persist, including the digital 

divide that limits access to technology in 

underprivileged areas, as well as the need for 

comprehensive teacher training to utilize these 

technological resources effectively. Additionally, 

maintaining student engagement in online learning 

environments has proven to be challenging, leading 

to higher dropout rates. To further improve the 

efficiency of teaching, there is a movement towards 

implementing automated systems for generating test 

tasks. Such systems aim to alleviate the time-

consuming aspects of traditional testing methods, 

which often rely on human expertise and are prone to 

errors. Traditional testing approaches can be labor-

intensive, involving meticulous creation and 

execution of test cases, and they may not adequately 

support the needs of all learners [2],[3]. Automated 
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testing systems promise to streamline these processes, 

allowing educators to focus more on content delivery 

and student interaction rather than administrative 

tasks. Moreover, the use of adaptive assessment 

systems and data-driven approaches can enhance 

learning outcomes by providing tailored experiences 

that cater to individual student needs, thus promoting 

greater engagement and retention. As educational 

technology continues to advance, the integration of 

automated systems for test generation represents a 

significant step forward in addressing current 

educational challenges while improving overall 

teaching efficiency. 

Unlike most existing automated learning systems, 

which rely on traditional methods such as multiple-

choice assessments, predefined rule-based grading, 

and simple keyword matching, our approach 

incorporates AI to enhance the learning process. 

Many current systems do not utilize AI, focusing 

instead on static evaluation techniques. In contrast, 

our system is designed to assist teachers in common 

tasks like checking assignments and generating 

learning materials, making the educational process 

more efficient and adaptable. 

However, the implementation of such systems is 

not without its challenges and controversies. Ethical 

concerns regarding data privacy, the potential for bias 

in AI algorithms, and the need for comprehensive 

teacher training to effectively use these technologies 

are critical issues that must be addressed. Moreover, 

ensuring fairness and equity in automated 

assessments is essential to prevent disparities in 

educational outcomes among different student 

demographics [4-6]. Overall, the development and 

integration of automated systems for generating test 

tasks signify a promising advancement in educational 

technology. These systems aim to empower educators 

by reducing administrative burdens, fostering 

innovative teaching practices, and ultimately 

improving learning outcomes in diverse educational 

contexts [7],[8]. 

2 SYSTEM DEVELOPMENT 

The development of an automated system for 

generating test tasks is a multifaceted process that 

requires careful planning and execution. It involves 

the integration of various technologies and 

methodologies to ensure that the system is not only 

efficient but also adaptable to the diverse needs of 

educators and learners. Central to this process is the 

architecture of the system, which must support 

scalability, resilience, and real-time access to data, 

allowing for quick adjustments to meet educational 

demands [9]. 

The AI module utilizes the OpenAI API with 

GPT-4 for grading and evaluating uniqueness. This 

approach was implemented as a prototype to 

demonstrate the system’s capabilities. However, for 

educational purposes, pretrained models can also be 

integrated, allowing for more customizable and 

domain-specific assessment solutions. Additionally, 

NLP techniques such as named entity recognition 

(NER) and sentiment analysis can be applied to 

enhance semantic evaluation of open-ended answers, 

ensuring a more adaptive and intelligent learning 

support system. 

The main components of the system include a chat 

module with artificial intelligence, task verification 

based on uploaded materials, and test generation from 

training materials. The system uses Next.js, Firebase, 

and OpenAI API technologies that ensure fast query 

processing and real-time response generation. Google 

authentication is integrated to identify users, which 

increases data security. 

The project is built using Tailwind CSS [10] for 

styling, which simplifies the process of creating an 

adaptive interface, and TypeScript ensures code 

security through static typing. The settings include 

tsconfig to optimize the work with TypeScript and 

prettier [11] and eslint [12] settings for automatic 

formatting and maintaining a single code style. 

2.1 Description of the Basic Project 
Structure 

The project is built as a modular system with the 

main structure of the /app folder (Fig. 1), which 

stores individual pages and components for chat, 

task checking, and test generation.  

Figure 1: Basic project structure. 
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2.2 Designing the System Architecture: 
Modules, Connections 

The system consists of the following main modules: 

1) authentication and authorization module;

2) chatbot module with AI;

3) module for checking tasks according to the

material;

4) test generation module;

5) module for saving and exporting data;

6) administration and user management module.

2.2.1 Authentication and Authorization 
Module 

This module is responsible for system security and 

controls user access to various functions and 

resources. Its main functions are: 

▪ user registration: creating a new account using

Google authentication;

▪ user authentication: verification of user

credentials to log in to the system;

▪ authorization: determining user access rights to

various functions and resources of the system

(students, teachers, administrators);

▪ security: the use of encryption protocols (e.g.,

TLS/SSL) to protect personal data and server

requests.

Connections. The authentication module interacts 

with the database to store and retrieve information 

about users, as well as with other system modules to 

control access to their functionality. 

2.2.2 Chatbot Module with AI 

The main task of this module is to provide interactive 

communication between the user and the system via 

text chat. The chatbot integrates with external 

artificial intelligence APIs for natural language 

processing (e.g., GPT-3.5). 

Module functions: 

▪ acceptance of text requests from the user;

▪ processing and transferring requests to the

artificial intelligence API;

▪ displaying the received answers in the format

of a text message;

▪ ability to learn from previous chat sessions to

personalize responses.

Connections. The chatbot module is connected to 

the AI API for natural language processing and the 

database for storing chat history. It also interacts with 

the authentication module to personalize chats 

depending on the user's access level. 

2.2.3 Module for Checking Assignments by 
Material 

This module processes the task materials uploaded by 

users to check their completion. It uses OCR 

technologies to recognize text from PDF or Word 

files. 

Module functions: 

▪ uploading materials by the user through the

web application interface;

▪ use of algorithms to process and recognize text

from files;

▪ automatically checking the results against the

tasks and providing feedback. 

Connections. The module interacts with the 

Material Processing API and the AI API, as well as 

with the Authentication module to verify user rights 

to perform tasks. The results of the checks are saved 

to a downloadable final file. 

2.2.4 Test Generation Module 

The module is responsible for the automatic creation 

of tests based on the training materials entered by the 

user. It uses text processing algorithms to analyze and 

structure the materials. 

Module functions: 

▪ uploading text materials or entering 

information through a form; 

▪ create a template for export to Google Forms

based on text analysis;

▪ generate tests with different types of questions

(multiple choice, matching, short answers);

▪ ability to edit the created materials before

exporting them.

Connections. The module uses internal text 

processing algorithms and interacts with the data 

saving module to export tests to various formats. 

2.2.5 Module for Saving and Exporting Data 

This module is responsible for saving user data and 

system results, as well as exporting information in 

user-friendly formats. 

Module functions: 

▪ saving chat history, results of task checks, and

generated materials;

▪ providing users with access to the saved data

through their personal account;

▪ exporting tests and reports to PDF, Word, or

other convenient formats.
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Connections. The module interacts with the 

database to store user information and with other 

modules to provide access to this data. 

2.2.6 User Administration and Management 
Module 

The module allows administrators to manage system 

users, their roles, and access rights. It provides control 

over system operation and configuration. 

Module functions: 

▪ adding, editing, and deleting users;

▪ assign roles and access rights (student, teacher,

administrator);

▪ monitoring user activity and system status;

▪ configuring system parameters (for example,

integration with new APIs or security settings).

Connections. The administration module 

integrates with the authentication module to manage 

roles and access rights, as well as with the database to 

store user information. 

2.3 Selected Technologies and Tools 

To develop an automated learning support system, it 

is important to choose effective and convenient tools 

and technologies that will allow you to achieve the 

maximum level of performance and functionality 

(Table 1). 

2.4 UI 

Main page for AI queries is shown on Figure 2. 

The module for checking assignments based on 

uploaded materials is designed to greatly simplify the 

process of assessing student responses. Using the 

power of artificial intelligence and automation, this 

module allows teachers to quickly upload student 

answers (Fig. 3) and get an assessment of the results 

based on pre-provided templates of correct answers. 

This approach makes it easy to check even large 

volumes of tasks, which saves time and ensures 

objective assessment. 

Figure 2: Main page for AI queries. 

Figure 3: Main page for checking AI tasks. 

The automatic test generation module is designed 

to help teachers quickly create tests based on 

educational materials (Fig. 4). Example of a test 

generation request with a template is shown in 

Figure 5, where request to get an answer from AI, 

generateQuiz.ts utility, is demonstrated. 

Table 1: Selected technologies: purpose and advantages. 

Technology Purpose Advantages 

Figma Design and prototyping Real-time collaboration and commenting 

WebStorm Development environment Tools for productive development and integration with Git 

React Interface creation Dynamic components, high performance 

Next.js Server rendering SEO optimization, fast page generation 

Firebase Authentication and data storage Real-time, easy integration 

OpenAI API AI integration Extension of system functions 

Framer Motion Animations Smooth transitions, improved UX 

Mammoth.js Text extraction from Word files Automatic conversion to text format 

PDF-Parse Working with PDF Extending support for documents 
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Figure 4: Generated test using AI. 

2.5 Evaluation and Testing of the 
System 

Various analysis methods were used to evaluate the 

effectiveness of the developed automated learning 

support system. The evaluation was conducted in two 

main areas: 

▪ quantitative indicators (productivity and

efficiency metrics);

▪ qualitative indicators (user satisfaction,

interaction analysis).

2.5.1 Quantitative Performance Indicators 

The following parameters were selected: 

1) Time to check assignments. 00The average time

required for a teacher to check assignments

manually was compared with the time taken by

the automated system. The use of automated

checking reduced grading time by 63%.

Data processing time shows how quickly the 

system is able to perform operations such as 

loading, processing files, and generating results. 

Data for this metric can be obtained by 

measuring the duration of various operations in 

the system. For example, below is a Table 2 with 

execution time data for three main functions of 

the system: test generation, task evaluation, and 

file loading. 

Figure 5: Test generation request with a template. 

export default async function handler( 

  req: NextApiRequest, 

  res: NextApiResponse, 

) { 

  const { text, countQuestion } = req.body; 

  const prompt = `!Return response only as json format for Google 

forms! 

  Create a ${countQuestion ?? "5"} questions (!not more!, !not less!) 

quiz based on the following material 

  Material:  \n\n${text} 

  !!!Template should be like this only!!!: 

  { 

title: "", 

description: "", 

questions: [

{ 

type: "multipleChoice", 

question: "", 

options: ["", "", ""], 

correctAnswer: "", 

}, 

{ 

type: "shortAnswer", 

question:"", 

answer: "", 

}, 

...other questions 

], 

  }`; 

  try { 

const response = await openai.chat.completions.create({ 

model: "gpt-4", 

messages: [{ role: "user", content: prompt }], 

max_tokens: 1500, 

}); 

const result = response.choices[0].message?.content; 

res.status(200).json({ quiz: result }); 

  } catch (error) { 

res.status(500).json({ error: "Failed to generate quiz" }); 

  } 

} 
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Table 2: Data processing time in the developed system. 

Operation Min. 

processing 

time, sec 

Average 

processing 

time, sec 

Max. 

processing 

time, sec 

Upload 1 

file 
1.5 2 3.3 

Upload 10 

files 
3 5 7.1 

Generate a 

test based 

on 1 file 

7.3 10.5 15.0 

Grade 

tasks for 1 

file 

3.5 4.6 6.9 

Grade 

tasks for 

10 files 

7.2 8.8 12.5 

2) Accuracy of grading answers. The

correspondence between the system’s assigned

grades and those given by teachers was

analyzed. The system correctly evaluated 92%

of test tasks and 85% of open-ended responses

(considering semantic analysis).

To assess the accuracy, a comparative 

analysis of the results calculated by the system 

and the control data can be performed. An 

example of accuracy data is given in Table 3. 

Table 3: Data processing time in the developed system. 

Test file Number 

of 

questions 

System 

(correct 

answers – 

3 

attempts) 

Assessment 

accuracy, 

% 

English test 15 14-15 94% 

Ukrainian 

test 
20 18-19 93% 

Grade 4 math 

test 
15 15 100% 

Grade 9 math 

test 
15 13-15 95% 

Higher math 

test 
10 7-8 70-80%

Programming 

test 
10 8-9 80-90%

3) Test generation speed. The system generated

test tasks from uploaded educational materials

within 5-10 seconds, significantly reducing the

time needed compared to manual preparation.

The number of saved tests reflects the efficiency

of automation, showing how much faster the

system generates tests compared to a manual

process. Creating one test manually takes an

average of 1 to 3 hours, depending on the 

volume and complexity of the training 

materials. The system is able to generate tests in 

a much shorter time - from a few seconds to a 

few minutes, depending on the size of the files 

and the number of questions. This provides 

significant time savings, as shown in the 

Table 4 below. 

Table 4: Time saving when creating tests automatically. 

Volume of 

educational 

materials 

Average 

time to 

prepare a 

test 

manually 

Average test 

generation 

time by the 

system 

Time 

savings, 

% 

Small (5-10 

pages) 
1 hour 

10-20

seconds
98% 

Medium (10-

20 pages) 
2 hours 

30-60

seconds
96% 

Large (20-50 

pages) 
3 hours 1-2 minutes 96% 

To ensure the validity of these results, a controlled 

experimental setup was used. The evaluation process 

included a comparison of system performance across 

different educational disciplines and teaching styles. 

Statistical significance was assessed using t-tests to 

determine the reliability of the improvements 

observed. 

2.5.2 Qualitative Performance Indicators 

To assess the qualitative aspects, a survey was 

conducted among teachers. 

1) Teacher satisfaction:

▪ 82% of teachers noted that the system

reduces their workload for checking

assignments;

▪ 75% of teachers rated the quality of

automated grading as sufficiently accurate

for use in the educational process.

2) Analysis of user interaction. The system

monitored teacher activity on the platform,

revealing a 40% increase in time spent using the

system. This suggests that the interface and

functionalities are practical and convenient.

3 CONCLUSIONS 

The developed system effectively improves learning, 

personalizes the educational process and significantly 

reduces the workload of teachers, which makes it 

promising for widespread implementation. The 
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introduction of AI has increased the accuracy of 

assessment and made the learning process more 

personalized. Student performance has improved due 

to adaptive learning and automatically generated 

tests. Feedback from students and teachers indicates 

high satisfaction with the system and its effectiveness 

in the learning process. 

The developed automated learning support system 

unlike traditional LMS actively uses AI for adaptive 

learning, automatic task checking, and test 

generation, unlike platforms where the teacher has to 

check the work manually, the system can 

automatically evaluate answers and even analyze text 

assignments using NLP, the system can create unique 

tests based on training materials, which avoids 

templates and improves the quality of assessment. 

Future developments could incorporate adaptive 

learning pathways based on student performance 

analytics, as well as tools to support teachers in 

curriculum planning and assessment. By tracking 

learning patterns and difficulties, the system could 

provide personalized recommendations for both 

students and educators, enhancing the overall 

learning experience. Additionally, improving AI 

models to specialize in specific educational fields and 

increasing the accuracy of analysis and results will 

further enhance the system’s effectiveness. 

REFERENCES 

[1] "AI Agents Revolutionize Personalized Learning in
2025," Rapid Innovation, Feb. 2025, [Online].
Available: https://www.rapidinnovation.io/post/ai-
agents-for-personalized-learning-paths. [Accessed:
17-Feb-2025].

[2] Devops Automation, "AI Testing vs. Traditional
Testing," Medium, Jan. 2024, [Online]. Available:
https://medium.com/@devopsautomation93/ai-
testing-vs-traditional-testing-374b658d8d1a.
[Accessed: 17-Feb-2025].

[3] "Test Automation Strategy Guide: Best Practices &
Checklist," TestRail, [Online]. Available:
https://www.testrail.com/blog/test-automation-
strategy-guide/. [Accessed: 17-Feb-2025].

[4] "Benefits and Examples of Automation in Education,"
Salient Process, [Online]. Available:
https://salientprocess.com/blog/benefits-and-
examples-of-automation-in-education/. [Accessed:
17-Feb-2025].

[5] "Automated Test Generation: Streamline Assessments
for Smarter Learning," Coursebox, [Online].
Available: https://www.coursebox.ai/blog/automated-
test-generation. [Accessed: 17-Feb-2025].

[6] "22 Top AI Quiz and Exam Generators to Test Your
Students," Thinkific, [Online]. Available:
https://www.thinkific.com/blog/ai-quiz-and-exam-
generators/. [Accessed: 17-Feb-2025].

[7] "Exploring Automated Test Generation Techniques,"
Machinet, [Online]. Available:
https://blog.machinet.net/post/exploring-automated-
test-generation-techniques. [Accessed: 17-Feb-2025].

[8] N. A. Kumar and A. S. Lan, "Using Large Language
Models for Student-Code Guided Test Case
Generation in Computer Science Education," in Proc.
2024 AAAI Conf. on Artificial Intelligence,
Proceedings of Machine Learning Research, vol. 257,
pp. 170-179, 2024, [Online]. Available:
https://proceedings.mlr.press/v257/kumar24.html.

[9] "Automation Challenges Factors: How to Overcome
Them?" InventionGen, [Online]. Available:
https://www.inventiongen.com/automation-
challenges/. [Accessed: 17-Feb-2025].

[10] "Tailwind CSS," Tailwind Labs, [Online]. Available:
https://tailwindcss.com. [Accessed: 17-Feb-2025].

[11] Prettier, "Prettier - Code formatter," [Online].
Available: https://www.npmjs.com/package/prettier.
[Accessed: 17-Feb-2025].

[12] ESLint, "ESLint - Find and fix problems in your
JavaScript code," [Online]. Available: 
https://www.npmjs.com/package/eslint. [Accessed: 
17-Feb-2025].

229 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



230

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



The Relationship Between Artificial Intelligence and Critical 

Infrastructure Development: Bibliometric Analysis 

Nataliia Trushkina 
Research Center for Industrial Problems of Development of the National Academy of Sciences of Ukraine, 

Inzhenernyi Lane 1a, 61165 Kharkiv, Ukraine

nata_tru@ukr.net

Keywords: Critical Infrastructure, Critical Infrastructure Development, Artificial Intelligence, Cyber Threat, 

Cybersecurity, Information Security, Digital Space, Strategic Management, Risk Management, Digital 

Transformation, Information System, Information Technology, Bibliometric Analysis.   

Abstract: Currently, the priority direction of the national economy in the world’s countries is the formation of an 

appropriate system of protection and security of critical infrastructure, which is able to quickly respond to 

exogenous and endogenous threats and risks and flexibly adapt to new operating conditions using digital 

technologies and information systems. At the same time, in the last decade, the role of artificial intelligence 

as a powerful tool in the management system for the development of critical infrastructure will grow. 

Therefore, the purpose of this article is to identify the relationship between artificial intelligence and the 

development of critical infrastructure by characterizing the evolution of key patterns of scientific 

publications on this problem. To achieve this goal, a relevant sample of scientific articles was formed based 

on identifying periods of publication activity and bibliometric analysis of keyword matches to identify 

promising areas of research in this area. The formed sample of publications for the study includes 606 

documents indexed by the international scientometric database Scopus for the period 2011-2025. 

Bibliometric analysis and visualization of its results were carried out using the VOSviewer software 

product. Based on the visualization maps, seven clusters were identified and characterized by the content 

coincidence of keywords in the publications and five stages of the evolutionary development of artificial 

intelligence technologies for the effective functioning of critical infrastructure. Based on the analysis of 

empirical data, the exponential growth of the number of publications on the selected issues was confirmed 

(the annual growth rate of the number of scientific papers on this topic is 23.5% for 2011-2024). The results 

of the analysis can be used in further research to substantiate and develop an algorithm of actions for rapid 

response to crisis phenomena and adaptation of the functioning of critical infrastructure facilities to new 

global challenges. 

1 INTRODUCTION 

In today's dynamic environment, the development of 

critical infrastructure is becoming an integral part of 

the national economy of the world’s countries. This 

is due to the fact that disruption of the operation of 

critical infrastructure facilities (energy, agro-

industrial, transport, telecommunications, 

information networks, energy and water supply 

systems, etc.) can lead to significant economic 

losses. It should be noted that these systems are very 

vulnerable to various threats – from climatic and 

geological hazards to industrial accidents, terrorist 

attacks, cyber threats, armed conflicts and military 

actions, which can cause a cascading negative 

impact on different levels of management. 

In this regard, there is an extremely urgent need 

to search and apply innovative and management 

approaches, smart technologies, information and 

intellectual systems, qualitatively new methods, 

tools and mechanisms for ensuring the development 

of critical infrastructure facilities. One of these 

mechanisms is digital transformation, which 

becomes the basis for achieving the outlined goals of 

sustainable development of critical infrastructure in 

the context of global changes [1; 2; 3]. It is worth 

emphasizing that the rethinking of the principles of 

functioning of critical infrastructure facilities and 

fundamental changes in their activities occur 
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through the creation of an appropriate ecosystem of 

artificial intelligence. According to Statista [4], the 

volume of the global artificial intelligence market 

increased from 93.3 to 184 billion dollars in 2020-

2024, or by 97.2%. It is predicted that this growth 

will continue – the value of this indicator will be 

243.7 billion dollars in 2025, 415.6 billion dollars in 

2027, and 826.7 billion dollars in 2030 [4]. That is, 

the growth rate of the global artificial intelligence 

market will be 24.4% in 2020-2030. 

According to AIPRM experts [5], the volume of 

public investment in artificial intelligence in the 

United States amounted to 328.5 billion dollars in 

2019-2023. This is 195.8 billion dollars more than in 

China (132.7 billion), which took second place in 

the same period. The United Kingdom takes third 

place in the ranking with a value of this indicator of 

25.5 billion dollars, which is 92.2% less than in the 

United States. India takes fourth place (16.1 billion), 

and Canada takes fifth place (12.5 billion dollars). In 

terms of “share of investment in artificial 

intelligence as a percentage of GDP,” Singapore 

ranks first (15%), followed by Sweden (14.1%), the 

United States (12.9%), Estonia (10.9%), and the 

United Kingdom (8.3%) [5]. 

A study conducted in October 2024 by 

consulting firm PwC [6] found that 49% of global 

technology leaders indicated that artificial 

intelligence was fully integrated into their 

companies’ core business strategy. The survey found 

that 63% of the most effective companies are 

increasing their cloud budgets to leverage 

Generative Artificial Intelligence (GenAI). And 34% 

of companies say that sustainability considerations 

are driving the expected budget increase. At the 

same time, 67% of successful companies are already 

realizing the value of using GenAI for innovative 

products and services. In addition, 73% of 

executives emphasize that they plan to use 

generative artificial intelligence in the future to 

make changes to their company's business 

model [6]. 

According to S. Ghimire [7], in the ever-

changing landscape of critical infrastructure 

development, artificial intelligence is a 

transformative force that helps to achieve 

unprecedented efficiency, resilience, and innovation. 

By continuously monitoring the health of 

infrastructure components, artificial intelligence 

systems can predict maintenance needs, optimize 

repair schedules, and extend the life of critical 

assets. This proactive approach not only reduces 

costs, but also increases the reliability and security 

of infrastructure networks, making the development 

of critical infrastructure more sustainable.  

As noted in the 2024 Workshop Report 

“Securing Critical Infrastructure in the Age of AI” 

by the Center for Security and Emerging 

Technology [8], the introduction of artificial 

intelligence can lead to the creation of more efficient 

systems, improved business operations, and better 

tools for detecting and responding to cyber threats. 

At the same time, artificial intelligence systems can 

cause new cyber threats [9], which suppliers of 

critical infrastructure facilities must deal with. And, 

first of all, it is necessary to assess the potential risks 

associated with the use of artificial intelligence in 

the involved sectors of critical infrastructure, which 

will allow monitoring and diagnosing the level of 

vulnerability of the system to critical failures, 

physical attacks and cyberattacks [8].  

According to D. M. Gerstein & E. N. Leidy [10], 

artificial intelligence must be used to ensure national 

security and monitor critical infrastructure systems. 

However, a study conducted by NATO to monitor 

the ability of AI to protect critical infrastructure 

from cyberattacks found that AI can operate without 

human intervention, help identify patterns of 

cyberattacks on critical infrastructure and network 

activity, and detect malicious software to improve 

decision-making on defensive responses, while 

warning that many government agencies are 

neglecting critical infrastructure security, failing to 

implement most of the recommendations for its 

protection since 2010 [11]. 

Therefore, it is particularly relevant to 

substantiate the directions for ensuring cybersecurity 

and increasing the resilience of critical infrastructure 

facilities, as well as to study the relationship 

between artificial intelligence and the critical 

infrastructure development.     

2 LITERATURE REVIEW 

Various aspects of the development of critical 

infrastructure, substantiation of the conceptual 

foundations of modernization and theoretical and 

methodological approaches to increasing the 

efficiency of functioning in various sectors of the 

economy are among the scientific interests of many 

leading foreign scientists (C. Baudrit et al. [12]; 

S. Bruno, M. De Fino & F. Fatiguso [13]; D. Buhalis

et al. [14]; C. Cath [15]; K. Dick et al. [16];
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R. Doshi, N. Apthorpe & N. Feamster [17]; S. Feng

et al. [18]; F. Filgueiras [19]; F. Santoso & A. Finn

[20]; A. C. Serban & M. D. Lytras [21]; F. van der

Vlist, A. Helmond & F. Ferrari [22]  and others).

At the same time, paying tribute to the scientific 

achievements of scientists in the study of the 

selected issues, it should be noted that some issues 

of the development of critical infrastructure require 

further development and finding ways to solve them. 

And especially the solution of this problem is 

becoming more relevant due to the emergence of 

new challenges associated with the digital 

transformation of strategic sectors of the economy 

and the intensive use of artificial intelligence 

technologies. 

Thus, this problem determined the purpose of 

this article, which is to identify the relationship 

between artificial intelligence and the development 

of critical infrastructure based on the characteristics 

of the evolution of key patterns of scientific 

publications on the selected topic.  

3 METHODOLOGY 

The theoretical and methodological basis of the 

study is the provisions of institutional theory, in 

particular the paradigm of evolutionary 

development; theories of systems, globalization, 

transaction costs, infrastructure; concepts of 

strategic management, national, information and 

cybersecurity, sustainable development. The study is 

based on systemic, structural-functional, linguistic, 

synergistic and logical-semantic approaches. 

The information base of the study is analytical 

materials of AIPRM, Center for Security and 

Emerging Technology, CSO, Frost & Sullivan 

Institute, Homeland Security Operational Analysis 

Center, PwC, Statista, which highlight the results of 

surveys and statistical analysis on the problems of 

the impact of artificial intelligence on the 

management of the development of critical 

infrastructure. 

The following general scientific methods were 

used in the research process: dialectical, historical, 

formal-logical, axiomatic, hypothetical-deductive, 

analysis and synthesis, induction and deduction, 

expert survey, bibliometric analysis, comparative 

analysis, analogy, classification, structural-logical 

generalization. 

The study selected bibliometric analysis as a 

method that reveals the connection between artificial 

intelligence and the development of critical 

infrastructure. This type of analysis is based on the 

mathematical theory of graphs, clustering methods 

and scientific visualization, which makes it widely 

applicable in various fields of science [1]. 

Based on the structuring of a large volume of 

metadata of scientific publications, bibliometric 

analysis allows us to identify the essence of the 

subject area and its conceptual foundations and to 

substantiate the evolution of the research area [1]. 

The research methodology includes such main 

stages as data collection and analysis, selection of a 

visualization tool, graphical representation of the 

identified connections and interpretation of the 

results obtained. 

This was implemented using the software 

product VOSviewer v.1.6.19. The functionality of 

this program involves creating keyword 

visualization maps based on compatibility data, 

maps of authors or countries based on the number of 

citations, etc. [3]. In addition, network visualization 

maps in VOSviewer are displayed in several ways 

(for example, by content criterion, by publication 

period) [1].  

An important stage of bibliometric analysis, 

which ensures its quality, is the selection of a data 

source and the form of a relevant sample of 

publications. The Scopus database was chosen as a 

data source due to the breadth of its coverage of 

such subject areas as computer science; engineering; 

social sciences; energy; decision sciences; 

environmental sciences; business, management and 

accounting; economics, econometrics and finance, 

etc. To form the data sample, the chronology of the 

release of 642 publications was first determined for 

the search query “Artificial Intelligence” (or AI) and 

“Critical Infrastructure Development” for the years 

1990-2025, and then the period of publication 

activity of the topic under study, namely from 2011 

to 2025. Secondly, the sample was limited by the 

stage of publication, that is, only published works 

were taken. The key categories for selecting 

scientific publications were the title, abstract and 

keywords for them. Therefore, the studied sample of 

publications included 606 works that met the above 

criteria, published in the period 2011-2025 and 

indexed by the Scopus database. 

4 RESULTS 

Quantitative analysis of the formed sample of 

scientific works showed an exponential growth of 

research in the context of the relationship between 

artificial intelligence and the development of critical 
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infrastructure during the period 2011-2025 (Fig. 1). 

On average, the growth rate of the number of 

publications was 23.5% for 2011-2024. At the same 

time, it can be assumed that by the end of 2025 there 

will also be a trend of significant growth in the 

number of publications on the specified topic 

compared to previous years. According to 

preliminary estimates, the annual growth rate of the 

number of publications for 2011-2025 will 

be 10.7%. 

As the analysis shows, the following keywords 

are mostly used in the publications: Artificial 

Intelligence (364 documents), Machine Learning 

(92), Internet of Things (58), Decision-Making (54), 

Decision Support Systems (52), Sustainable 

Development (49), Critical Infrastructures (41), 

Cybersecurity (40), Network Security (33), Risk 

Assessment (28), Learning Systems (28), Big Data 

(24), Climate Change (23), Blockchain (23), 

Automation (23), Sustainability (22), Smart City 

(22), Information Management (21), Learning 

Algorithms (20), Investments (20), 5G Mobile 

Communication Systems (20), Risk Management 

(19), Digital Storage (19), AI (19), Cost 

Effectiveness (17), Infrastructure (15 documents) 

etc.  

In addition, it is advisable to study the 

geographical structure of scientific works on the 

development of critical infrastructure using artificial 

intelligence technologies (Fig. 2). According to the 

geographical structure, the leaders are countries such 

as United States (134 documents), India (79), China 

(61), United Kingdom (52), Italy (36), Germany 

(26), South Africa (24), Spain (23), Saudi Arabia 

(22), Canada (21), France (17), Malaysia (17), 

Netherlands (15 documents). 

However, the overwhelming number of 

publications by researchers from India, Canada, 

China, and Italy is inferior in terms of citation level 

to the USA, Great Britain, and France. Thus, each 

article by scientists from the USA, Great Britain, 

and France is cited on average 20 times. This is 

more than 4 times the value of this parameter for 

representatives from India (on average 5 times), 

1.5 times for scientists from Canada (on average 

13 times), 1.3 times for China and Italy (on average 

15 times). 

In our opinion, it is important to determine the 

most cited works devoted to the study of the impact 

of artificial intelligence on the development of 

critical infrastructure (Table 1). According to the 

data in Table 1, the work of D. Buhalis et al. [14], 

published in 2019, has the largest number of 

citations. And to date, this work has 636 citations. 

This work is devoted to the study of technological 

changes (Internet of Things, autonomous devices, 

advanced analytical capabilities (artificial 

intelligence), virtual and augmented reality), which 

create a smart environment that transforms industry 

structures and processes of critical infrastructure 

facilities.  

The second place is taken by the publication of 

the authors R. Doshi, N. Apthorpe, N. Feamster 

[17], which considers new methods for automatic 

detection of consumer traffic of IoT attacks on 

critical information infrastructure. 

In third place is the publication by C. Cath [15], 

which has been cited 279 times. In this article, the 

author pays attention to the ethical, legal and 

technical possibilities of artificial intelligence, as 

well as the risks and challenges of its application in 

various areas of economic activity. 

Table 2 shows the Top 5 journals with the largest 

number of publications on artificial intelligence and 

critical infrastructure development, indexed in the 

international scientometric database Scopus. The 

largest number of articles was published in the 

journal “Lecture Notes in Computer Science 

including Subseries Lecture Notes in Artificial 

Intelligence and Lecture Notes in Bioinformatics”. 

The first article on the topic was published in 2008 

and is devoted to the study of the issue of 

developing adaptive software to be used in high-

level reliability systems, such as critical 

infrastructure management and protection 

systems [23]. 

Among universities and scientific institutions 

whose researchers have studied the impact of 

artificial intelligence on the development of critical 

infrastructure, the leading position is occupied by 

University of Johannesburg (10 documents), 

Southeast University (6), Tsinghua University (6), 

Virginia Polytechnic Institute and State University 

(6), Stanford University (5), National Technical 

University Kharkiv Polytechnic Institute (5), ETH 

Zürich (5), University of Cambridge (5), Virginia 

Tech College of Engineering (5 documents). 
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Figure 1: Dynamics of publications on artificial intelligence and critical infrastructure development for 2011-2025. 

Figure 2: Geographic structure of scientific publications search query “artificial intelligence” and “critical infrastructure 

development”. 

Table 1: Ranking of scientific papers by number of citations [13; 14; 15; 17; 18]. 

Title Author(s) Year Source 
Number 

of citations 

Technological disruptions in services: 

lessons from tourism and hospitality 
D. Buhalis et al. 2019 

Journal of Service 

Management 
636 

Machine learning DDoS detection for 

consumer internet of things devices 

R. Doshi, N. Apthorpe,

N. Feamster
2018 

2018 IEEE Symposium 

on Security and Privacy 

Workshops 

602 

Governing artificial intelligence: 

Ethical, legal and technical 

opportunities and challenges 

C. Cath 2018 

Philosophical 

Transactions of the 

Royal Society A: 

Mathematical, Physical 

and Engineering 

Sciences 

279 

Dense reinforcement learning for safety 

validation of autonomous vehicles 
S. Feng et al. 2023 Nature 240 

Historic Building Information 

Modelling: performance assessment for 

diagnosis-aided information modelling 

and management 

S. Bruno, M. De Fino,

F. Fatiguso
2018 

Automation in 

Construction 
224 
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Table 2: Top 5 journals with the largest number of publications on the selected research topic, indexed in the scientometric 

database Scopus. 

Journal Title 
Indexing 

Period 
Publisher Field of Knowledge 

Cite 

Score 

2023 

SJR 

2023 

SNIP 

2023 

Number 

of Articles 

Lecture Notes 

in Computer 

Science 

(including 

subseries 

Lecture Notes in 

Artificial 

Intelligence and 

Lecture Notes in 

Bioinformatics) 

from 1973 

to the 

present 

Springer 

Nature 

Computer Science: General 

Computer Science; 

Mathematics: Theoretical 

Computer Science 

2.6 0.606 0.590 16 

Lecture Notes in 

Networks and 

Systems 

from 

2016 

to the 

present 

Springer 

Nature 

Computer Science: Signal 

Processing; 

Engineering: Control and 

Systems Engineering; 

Computer Science: 

Computer Networks and 

Communications 

0.9 0.171 0.282 11 

Sustainability 

(Switzerland) 

from 

2009 

to the 

present 

Multidisciplin

ary Digital 

Publishing 

Institute 

(MDPI) 

Social Sciences: 

Geography, Planning and 

Development; 

Computer Science: 

Computer Networks and 

Communications, Hardware 

and Architecture; 

Environmental Science: 

Management, Monitoring, 

Policy and Law; 

Energy: Renewable Energy, 

Sustainability and the 

Environment etc. 

6.8 0.672 1.086 10 

ACM 

International 

Conference 

Proceeding 

Series 

1993, 

from 1996 

to 1997, 

from 1999 

to 2023 

- Computer Science: 

Computer Networks and 

Communications, Computer 

Vision and Pattern 

Recognition, Software, 

Human-Computer 

Interaction 

1.5 0.253 0.233 9 

IEEE Access from 

2013 

to the 

present 

IEEE Engineering: General 

Engineering; Computer 

Science: General Computer 

Science; Materials Science: 

General Materials Science 

9.8 0.960 1.440 8 

The institutions that most fund research by 

scientists on critical infrastructure development 

problems using artificial intelligence tools include 

the following: European Commission 

(22 documents), National Natural Science 

Foundation of China (20), UK Research and 

Innovation (17), National Science Foundation (15), 

Ministry of Science and Technology of the People's 

Republic of China (14), Horizon 2020 Framework 

Programme (12), U.S. Department of Defense (7), 

Horizon 2020 (6), U.S. Department of Energy 

(6 documents).

The ranking of scientific papers by document 

type is given in Table 3. As we can see, scientists 

mostly test the obtained research results during 

conferences of various levels and highlight them in 

scientific articles. 
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Table 3: Number and share of scientific publications 

by document type. 

Type 

of publication 

Number of 

publications 

Share of 

publications, % 

Conference Paper 248 38.6 

Article 224 34.9 

Review 74 11.5 

Book Chapter 60 9.3 

Conference 

Review 
15 2.3 

Book 13 2.0 

Most scientific papers devoted to identifying the 

impact of artificial intelligence on the development 

of critical infrastructure are published in the 

following fields of knowledge: Computer Science 

(342 documents), Engineering (296), Social 

Sciences (115), Energy (81), Mathematics (80), 

Environmental Science (72), Medicine (52), 

Decision Sciences (49), Business, Management and 

Accounting (46 documents) (Table 4). All this 

indicates the multifaceted and multidisciplinary 

nature of the chosen research topic. 

Table 4: Share of scientific publications by key fields of 

knowledge. 

Field of knowledge 
Share of scientific 

publications, % 

Computer Science 24.8 

Engineering 21.4 

Social Sciences 8.3 

Energy 5.9 

Mathematics 5.8 

Environmental Science 5.2 

Medicine 3.8 

Decision Sciences 3.6 

Business, Management 

and Accounting 
3.2 

Based on the results of the analysis of the 

coincidences and closeness of the relationship 

between the keywords of the selected sample of 

publications, network visualization maps were 

constructed (Fig. 3 and Fig. 4), and 7 clusters on the 

studied topic were identified and characterized 

(Fig. 3).  

The first cluster (red colour, Fig. 3) contains the 

largest number of terms (namely 48 positions), 

among which the following can be mentioned: 

“artificial intelligence”, “decision support system”, 

“information technology”, “decision-making”, “risk 

management”, “information systems”, 

“infrastructure development”, “disasters”, “project 

management”, “critical challenges”, “critical success 

factor”, “telecommunication networks”. It is worth 

noting the keyword “Artificial Intelligence”, the 

frequency of its co-use in the studied sample is 364, 

and the strength of the connection is 1945. 

The second cluster (46 concepts, green colour. 

Fig. 3) combines such terms as “AI”, “climate 

change”, “cost effectiveness”, “digital technologies’, 

“energy policy”, “energy management”, “Industry 

4.0”, “IoT”, “machine learning”, “renewable 

energy”, “smart city”, “smart grid”, “strategic 

planning”, “sustainable development”. In this 

cluster, the keyword “Internet of Things” has the 

highest frequency – the ratio is 58, while the 

strength of the association is 393. 

The third cluster (45 elements, blue colour, 

Fig. 3) describes the connection between artificial 

intelligence and the critical infrastructure 

development with the following terms: “5G mobile 

communication system”, “artificial intelligence 

technologies”, “blockchain”, “cybersecurity”, 

“national security”, “network security”, “security 

systems”. The main keyword in this cluster is 

“Cybersecurity”, the frequency of its co-use in the 

studied sample of scientific publications is 40, and 

the strength of the association is 290. 

The fourth cluster (41 elements, yellow colour, 

Fig. 3) is associated with the following categories: 

“algorithms”, “Big Data”, “data analysis”, 

“diagnosis”, “industrialization”, “infrastructure”. 

The keyword “Human” has the highest frequency of 

co-use – 49, while the strength of the association is 

424. 

The fifth cluster (41 elements, purple colour, 

Fig. 3) covers the following categories: “anomaly 

detection”, “cloud computing”, “cloud platforms”, 

“deep learning”, “digital storage”, “digital 

transformation”, “digitalization”, “intelligent 

systems”, “life cycle”, “predictive analytics”, “real 

time systems”, “transport infrastructure”. The 

frequency of co-use of the main keyword “Machine 

Learning” in this cluster is 92, and the strength of 

association is 604.  

The sixth cluster (38 elements, turquoise colour, 

Fig. 3) is associated with the concepts of critical 

infrastructure, critical infrastructure protection, risk 

analysis, digital twin, generative AI, risk assessment, 

AI systems. The seventh cluster (16 categories, 

orange colour, Fig. 3) includes such concepts as 

automation, computer crime, cyber physical system, 

damage detection etc.  

Therefore, based on the constructed 

terminological map of categories and the most 

significant keywords identified related to artificial 
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intelligence issues in critical infrastructure 

development management, it can be stated that the 

areas under study are multidimensional and 

interdependent, since there are numerous 

connections between terms, as well as their high 

prevalence in research. 

According to the results of bibliometric analysis 

in the evolutionary and temporal dimensions, it can 

be stated that in the development of scientific 

research related to the development of critical 

infrastructure using artificial intelligence tools, five 

most significant stages can be distinguished (Fig. 4). 

The first stage of development was observed 

until 2016, when most publications considered 

general issues of forming networks and decision 

support systems using data analysis technologies. 

In the second stage, which lasted from 2016 to 

2018, the focus of the scientists' research shifted to 

the terms “critical infrastructure”, “information 

management”, “decision-making”. 

From 2018 to 2020, that is, in the third of the 

selected stages, the dominant key terms were 

“artificial intelligence”, “robotics”, and “metadata”. 

The fourth stage (from 2020 to 2022) is 

characterized by the predominance of the terms – 

“Big Data”, “human”, “intrusion detection systems”. 

The last, fifth stage began from 2022 to 2024. 

According to the results of its analysis, it can be 

stated that the main terms in the study were: 

“cybersecurity”, “cyber threats”, “smart grid”, 

“machine learning”, “IoT”, “blockchain”, “denial-

of-service attack” and others. 

Figure 3: Visualization map of bibliometric analysis of publications that highlight the impact of artificial intelligence on the 

development of critical infrastructure (content aspect). 
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Figure 4: Visualization map of bibliometric analysis of publications that highlight the impact of artificial intelligence on the 

development of critical infrastructure (evolutionary and temporal aspects). 

Thus, summing up the above, we can trace a 

change in emphasis in scientific publications, caused 

by the development and improvement of information 

technologies (from the already traditional ones: 

“Internet”, “software”, “information systems”, 

common at the first – third stages (Fig. 4) to the 

increasing importance of artificial intelligence tools 

at the fourth – fifth stages. The widespread use of 

modern technologies has led to the emergence of 

new phenomena and areas of scientific research, 

such as “information security management”, 

“critical infrastructure development management”, 

“cybersecurity”, “artificial intelligence”, “machine 

learning”, etc., which determines the importance of 

simultaneous study of the subject area in the context 

of digital transformations. 

5 CONCLUSIONS 

Based on the purpose and results of the study, we 

can conclude that there is a high level of closeness 

between the concepts of “Artificial Intelligence” and 

“Critical Infrastructure Development”. Thus, 

empirical data showed an exponential growth of 

research in the context of the relationship between 

artificial intelligence and the development of critical 

infrastructure (the annual growth rate of the number 

of scientific papers on this topic is 23.5% for 2011-

2024, and 10.7% for 2011-2025). Therefore, it can 

be assumed that, in accordance with the dialectical 

law, the accumulated quantitative changes will turn 

into qualitative ones, which will lead to the 

complementarity and mutual stimulation of these 

factors. 
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This article provides a bibliometric analysis of 

scientific publications indexed in the international 

scientometric database Scopus, which highlight 

aspects of the application of artificial intelligence 

technologies to improve the efficiency of the 

development of critical infrastructure. This analysis 

made it possible to identify current trends in 

publication activity on the selected research topic. 

Using the VOSviewer software, network 

visualization maps of keyword matches of 

publications indexed by the international 

scientometric database Scopus from 2011 to 2025 

were created. 

Based on the semantic correspondence of the 

keywords of the studied sample, seven clusters were 

identified and described, and the presence of five 

most significant stages of the development of 

scientific research dedicated to identifying the 

relationship between artificial intelligence and the 

development of critical infrastructure was 

established. 

This, in turn, provides an opportunity to expand 

theoretical knowledge on managing the development 

of critical infrastructure as an object of economic 

research. In addition, it also gives impetus to the 

development of a modern methodology for the 

formation and implementation of a strategy for the 

protection and security of critical infrastructure 

objects using artificial intelligence technologies and 

information systems. 

Prospects for further research are to substantiate 

the feasibility of applying an integrated approach to 

managing the risks of critical infrastructure 

development in a changing security environment. 
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Abstract: A photovoltaic-thermal device (PVTD) is developed to reduce energy losses due to high 
temperatures in photovoltaic batteries (PVBs) and to obtain thermal energy. To enhance heat 
exchange with the heat-carrying fluid, a copper absorber and a metal heat collector (HC) were 
used in the PVTD. Additionally, reflectors were integrated to increase the amount of radiation 
energy incident on the PVB surface. In experiments conducted under natural conditions, the 
electrical power outputs of PVB and PVTD were compared. Based on experimental results, the 
key electrical parameters of the PVB and the PVTD were analyzed. The PVTD included a metal 
heat collector and reflectors to enhance cooling and solar radiation intensity. As a result, the open 
circuit voltage of the PVTD was 1V higher, and the short circuit current was 1.56 times greater 
than those of the PVB. Additionally, the average electrical power values for the PVTD and PVB 
were recorded as 70.3W and 43W, respectively. 

1 INTRODUCTION 

The utilization of solar energy worldwide is 

increasing year by year, and this trend is expected to 

continue in the future [1, 2]. Additionally, the 

efficiency and technical solutions for using solar 

energy effectively are advancing annually [3, 4]. The 

development of science and manufacturing 

technologies also plays a significant role in the 

progress of this field. The creation of devices 

capable of generating both electrical and thermal 

energy simultaneously is of great importance [5, 6]. 

During the operation of PVBs, cooling and reflectors 

are widely used to prevent the decline in electrical 

efficiency due to high temperatures and insufficient 

solar radiation [7]. Extensive research is being 

conducted globally to optimize the shape, material, 

and other physical properties of heat collectors 

attached to the back of PVBs to enhance cooling 

efficiency [8, 9]. Studies also focus on improving 

system energy efficiency by increasing the density 

of solar energy incident on the PVB surface through 

reflectors [10, 11].  Cooling of PVBs is typically 

achieved using air, liquid, or nanofluid-based 

systems [12-16]. The geometric and material 

selection of heat collectors is also crucial [17-19] 

since the flat backside of PVBs necessitates 

maximum contact area with the heat collector to 

improve heat exchange. The choice of material with 

high thermal conductivity further enhances system 

efficiency. Ensuring effective heat exchange 

between components leads to simultaneous 

improvements in electrical and thermal efficiency. 

When the system is designed to extract thermal 

energy, the heat collector must be optimized in all 

aspects [20]. 
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2 METHODS AND MATERIALS 

2.1 Experimental Device 

A 60W PVB was selected for the experiment and 

equipped with a metal heat collector. A thermal 

paste was used to attach the HC to the PVB. The 

electrical and additional parameters of the PVB are 

provided in Table 1, and the characteristics of the 

thermal paste are listed in Table 2. 

Table-1: Physical parameters of photoelectric battery. 

Parameters Size 

Geometric size 

PVB surface, SPVB 0.33m2 

PVB frame width, d 2.5sm 

Back cover thickness, dq 4mm 

Electrical parameters 

Electric power, Pmax 60W 

η 18,36% 

Salt circuit voltage, Uo.c. 21,6V 

Short circuit current, Is.c. 3,53A 

Thermal paste was used to improve heat transfer 

between parts and create good thermal contact. 

Table-2: Physical parameters of thermal paste. 

Parameter Numerical value 

Working temperature range from -50°C to 180°C 

Thermal conductivity 3–4.5 W/m·K 

Average density 2.5 g/cm³ 

Validity period 4-5 years

The components of the PVTD are shown in 

Figure 1. The heat collector was made from steel 

metal.  

Figure 1: The structure of PVTD. 

1 – PVB, 2 – thermal paste, 3 – copper absorber, 4 – metal 

HC, 5 – foil insulation, 6 – back cover. 

The copper absorber serves to ensure uniform 

heat exchange between the PVB and HC. The 

absorber thickness is 0.5mm. The general structure 

of the HC is shown in Figure 2. Five profiles are 

used, allowing water to move from the bottom to the 

top. The profile dimensions are 5×2.5cm, with an 

inter-profile distance of 3.5cm. 

Figure 2: General view of the HC.

The system includes two reflectors, which can be 

adjusted via brackets as needed. The total reflector 

surface area is twice that of the PVB surface, with a 

reflection coefficient of ~ 0.75. The PVB used in the 

system has a power rating of 60W and consists of 32 

solar cells. 

2.2 Experimental Method and Basic 
Measuring Devices 

During the experiment, short circuit current, open 

circuit voltage, solar radiation, inlet and outlet water 

temperatures, and cooling water mass flow rate were 

measured. The results were used to create graphs 

and tables, leading to conclusions. 

Short circuit current and open circuit voltage 

values were measured using UNI-T (UT52 and 

UT89X) multimeters, while solar radiation was 

determined using a DT-1307 (Solar Power Meter) 

device. The parameters of the measurement device 

are listed in Table 3. 

Table 3: DT-1307 Solar Power Meter. 

Specifications 

Display 
3-1/2 digits LCD with maxmum

reading 1999. 

Range 1999W/m2,634BTU/( ft2·h) 

Resolution 1W/m2;1BTU/( ft2·h). 

Accuracy 
typically within 

±10W/m2 [±3BTU/(ft2·h)]or ±5% 

Sampling time Approx 0.25 second. 

Variable resistors (potentiometers) are used to obtain 

volt-ampere (VAC) and volt-watt characteristics 

(VWC). 

3 RESULTS AND DISCUSSION 

The experiments were conducted in September 2024 

under natural conditions at the heliopolygon of the 

Physics-Technical Institute, with measurements 
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taken at 20-minute intervals. The general setup of 

the PVB and PVTD during the experiment is shown 

in Figure 3. 

Figure 3: General view of PVB and PVTD during the 

experiment. 

The short circuit current time dependence of 

PVB and PVTD is shown in Figure 4. From the 

graph, it can be seen that the increase in solar 

radiation falling on the PVTD surface due to 

reflectors led to a 1.5-1.7-fold increase in short 

circuit current. Since the short circuit current is 

proportional to the solar radiation falling on the 

surface, the reflectors increased the average current 

by 56.64%. Despite the fact that the short circuit 

current of the 60W FEB is 3.53A, the average short 

circuit current of the PVTD is 4.28A, and for the 

PVB this indicator is 2.73A. 
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Figure 4: Graphs of short circuit currents of PVB and 

PVTD over time. 

Open circuit voltage versus time is shown in 

Figure 5. Cooling reduced electrical losses, and 

additional thermal energy was obtained from the 

temperature difference between incoming and 

outgoing water. 
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Figure 5: Graphs of the time dependence of the PVB and 

PVTD’s open circuit voltage. 

As a result of cooling, the PVTD open circuit 

voltage was a minimum of 20.8V, while in PVB this 

value was 19.8V. The difference in open circuit 

voltage, and electrical power is clearly visible in the 

volt-ampere characteristic (VAC) and volt-watt 

characteristic (VWC) of the devices (Fig. 6). Two 

multimeters (UNI-T brand UT89X and UT52) and a 

reostat were used to measure VAX and VVX. 

Figures 6 and 7 depict the VAC and VWC of PVB 

and PVTD measured over the same period of time 

under natural conditions. 
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Figure 6: PVB and PVTD VAC. 

Due to the cooling and reflectors of the PVTD, 

the voltage was improved by 1V and the current by 

1.6A. As a result, the electrical power was 38.78W 
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(900W/m2) for the FEB and 67.1W (1500W/m2) for 

the PVTD. 
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Figure 7: PVB and PVTD VWC. 

At the same time, when the PVB power reached 

37W, the PVTD power was around 68W. The PVB 

and PVTD electrical power indicators are displayed 

in a single graph for the purpose of analyzing the 

efficiency of reflectors and cooling (Figure 8). The 

maximum power in PVTD was 83.38W, and in PVB 

it was 49.27W. The average power values showed 

values of 70.3W and 43W, respectively. 
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Figure 8: Time dependence of PVB and PVTD electric 

powers. 

In the experiment, the simultaneous use of 

cooling and reflectors led to an increase in system 

efficiency. With an inlet water temperature of 180C, 

the outlet water temperature was 300C (water 

consumption 0.4 liters/min). Experimental results 

have shown that the average electrical efficiency in 

FEIQ is 15-16%, and the thermal efficiency is over 

50%. The average daily electricity output power for 

PVTD was 63% higher than for PVB. 

4 CONCLUSIONS 

In PVTD, the results of cooling and reflector 

efficiency are reflected in open circuit voltage, short 

circuit current, and electrical power. In addition, it 

was possible to extract thermal energy from the 

temperature difference between the incoming and 

outgoing water. The average power values for 

PVTD and PVB were 70.3W and 43W, respectively. 

This showed that the average daily electricity for 

PVTD production was 63% higher. Such low-power 

FEB-based devices can be used as the main power 

supply for charging and operating smartphones, 

notebooks, and other low-power devices in extreme 

situations. Additionally, it can be used for certain 

purposes in hot water supply. 
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Abstract The aim of this research is to study evaporative cooling as an effective method for cooling photovoltaic 

(PV) modules in the climatic conditions of Uzbekistan. The experiment was conducted during the summer 

period at the heliopolytechnic site of Tashkent State Technical University named after Islam Karimov. 

Among various cooling options for modules, evaporative cooling was selected as the most cost-effective 

and technologically simple solution for manufacturing and use. The principle of evaporative cooling of a 

wet object is based on heating and evaporating moisture using the heat of the cooled object. According to 

researchers, at an ambient temperature of 35-45°C, the maximum temperature of a photovoltaic module 

without cooling reached 66.1°C. The maximum temperature of the photovoltaic module with evaporative 

cooling was 46.8°C. Without cooling, the module's temperature would have reached 66.1°C. The reduction 

of the module temperature by 33°C demonstrates the effectiveness of evaporative cooling. Two photovoltaic 

panels with a power output of 290 W were used for the experiment. The difference in average electrical 

power between the uncooled PV module and the PV module with evaporative cooling was 23 W/h. The 

results indicate that evaporative cooling is indeed effective and can significantly reduce the power loss of 

PV modules due to overheating. 

1 INTRODUCTION 

Interest in non-traditional energy sources, 

particularly direct electricity generation from solar 

energy through photovoltaic converters (PVCs), is 

steadily increasing worldwide. Solar energy is one 

of the most widespread sources of environmentally 

friendly energy, reducing environmental impact and 

being applied in various fields [1-2]. 

Currently, the most common PVCs are made 

from silicon. Photovoltaic modules operate in open 

environments and are continuously influenced by 

weather conditions such as temperature, solar 

radiation, and wind [4-5]. The efficiency of most 

PVCs decreases as the temperature of the panels 

rises. With an increase in panel temperature, the 

already modest efficiency of PVCs declines further, 

raising the cost of generated energy. Published data 

suggest that a 1°C increase in panel temperature 

above the standard temperature of 20°C leads to a 

0.45-0.50% decrease in efficiency [7-13]. 

However, various sources indicate that existing 

PVCs have relatively low efficiency, ranging from 

12 to 16% [14]. These efficiency values are given 

for standard conditions, i.e., when the surface 

temperature of the solar panel is 20°C and the 

radiant flux density is 1000 W/m². 

In hot climates such as Uzbekistan, where 

summer air temperatures often exceed 40°C, the 

efficiency of PVCs is significantly lower than 

12-16% [15].

The proposed model involves studying 

evaporative cooling as an efficient method for 

cooling photovoltaic modules in Uzbekistan's 

climatic conditions. Among various cooling options, 

evaporative cooling was chosen as the most cost-

effective and technologically simple method for 

manufacturing and use [16]. Experiments have 

shown that in conditions of hot climates, low 

ambient humidity, and wind, the wetting ability of 

gauze depends on the number of gauze layers due to 

capillary forces. Under these conditions, the water 

rise along the fabric reaches up to four layers of 

gauze, indicating that wetting is minimal due to the 

evaporation rate exceeding the water uptake rate via 

capillary forces. As the number of gauze layers 
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increases, the height of water rise along the fabric 

also increases due to capillary forces. 

The optimal number of gauze layers was found 

to be 10, providing the maximum water rise height, 

which enhances the efficiency of solar energy 

conversion into electrical energy. To maintain form 

and ease of use, the ten-layer gauze fabric was 

stitched together. 

The proposed model is illustrated by drawings, 

with Figure 1 showing the general view of the 

photovoltaic converter and Figure 2 presenting view 

A, the rear side of the photovoltaic converter. The 

proposed photovoltaic converter consists of an 

aluminum frame (1), in which the photovoltaic 

module (2) is installed. On the rear side, there is an 

evaporative cooling system including a cotton 

element made of gauze fabric (4) consisting of ten 

stitched layers pressed by a metal mesh (5). A water 

reservoir (3) is located in the upper part. 

Of the various cooling options for the modules, 

the evaporative cooling option was chosen as the 

cheapest, technologically easiest to manufacture and 

use [13]. 

Figure 1: General type of the photoelectric converter. 

Figure 2: General view of the photoelectric converter, in 

(Figure 2) – view A. 

A method of passive thermal regulation was 

developed in [16] using automated wetting of gauze 

fabric via water spraying to regulate the temperature 

of the photovoltaic module during operation. To 

verify the accuracy of the proposed theoretical 

calculations, experiments were conducted with a 290 

W photovoltaic module, confirming its functionality. 

The results demonstrate that the developed cooling 

system reduced the photovoltaic module temperature 

by 12% and increased electricity generation by 14%. 

The main energy balance equation used for 

evaluating module temperature was applied to the 

photovoltaic module, showing strong agreement 

between theoretical and experimental values for both 

cooled and uncooled conditions. 

2 MATERIALS AND METHODS 

The photovoltaic converter consists of an aluminum 

frame housing the photovoltaic module, with an 

evaporative cooling system on the rear side. This 

system includes a cotton element made of ten 

stitched layers of gauze fabric pressed by a metal 

mesh. A water sprayer, controlled by an automation 

system, is located at the back of the converter. Water 

serves as the coolant, entering the water jet and 

exiting through inlet openings. A small pump inside 

the water storage tank directs the water to the mesh 

fabric. A thermal sensor was installed on the rear 

panel of the photovoltaic converter to measure the 

module's temperature. Figure 3 presents additional 

details of the system. The performance of the 

photovoltaic converter module is compared with that 

of conventional uncooled photovoltaic modules. 

Figure 3: General type of photoelectric converter. 

From Figure 4 it can be seen that the basic 

scheme of the photovoltaic converter consists of: 

1 – photovoltaic module; 2 – water spray; 3 – 
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temperature sensor; 4 - manometer; 5 – water meter; 

6 – check valve; 7 - pump; 8 – water tank. 

Figure 4: Principal scheme of photovoltaic converter. 

The experiments were carried out from 06.05. to 

03.09.2024 at the beginning of the summer season. 

Daily values of solar radiation, ambient temperature, 

PV temperature, relative humidity outside, etc. were 

measured. 

List of instruments used for measurement; 

▪ 1 FLIR E5 - to measure the temperature on the

surface of the radiators;

▪ 2  anemometer AS856 - for   measurement of

wind speed and air temperature;

▪ 3 pyranometer Solar Power Meter Di-LOG

SL101 - for solar radiation;

▪ 4  pressure manometer - for water pressure;

▪ 5 termometer with output sensor - for

temperature measurements.

In particular, a multi-channel digital thermometer 

of the brand DS18B20 with portable temperature 

sensors, with a temperature range of -55°C to 

+125°C, was used to measure the temperature of the

photovoltaic converter. The temperature

measurement accuracy in the range from --10°C to

+85°C is ±0.5°C.

3 RESULTS AND DISCUSSIONS 

Increasing solar radiation intensity raises ambient 

temperature, which in turn increases the surface and 

rear side temperatures of the photovoltaic converter. 

The highest temperature was recorded on the surface 

of the photovoltaic converter due to direct solar 

exposure. Heat transfer occurs from the hot surface, 

directly exposed to intense solar radiation, to the 

cooler surface, leading to an increase in the 

temperature of the rear panel compared to the 

ambient temperature. At the start of the experiment, 

the surface temperature of the photovoltaic converter 

was 29.2°C, and the rear side (absorbing plate) 

temperature was 26.7°C. These temperatures 

gradually increased, reaching a maximum of 46.8°C 

at 12:20. The rear surface temperature was 33°C, as 

shown in Figure 5. Water sprayed onto the rear 

panel during active cooling reduced the module's 

temperature. The average temperature reduction of 

approximately 30% for the surface and rear panel of 

the photovoltaic converter, compared to an uncooled 

module, was attributed to heat transfer facilitated by 

the cotton element on the module's rear side. 

Figure 5: Temperature distribution on PV modules with cooling and without cooling. 
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Figure 6: Performance of the photovoltaic module with cooling (PC) and without cooling (PV). 

In the study, an infrared thermal imager (FLIR 

E63900) was used (Fig. 7). 

Figure 7: Dynamics of temperature change in of PV 

module with photovoltaic converter (a) and b without 

cooling. 

4 CONCLUSIONS 

The following conclusions can be drawn from the 

results of the studies: 

1) At a photovoltaic layer temperature of 46.8°C,

the efficiency reduction of PVCs does not

exceed 5%. Throughout the experiments, the

average efficiency reduction was no more than

5%.;

2) Experimental data indicate that lower air

humidity and higher wind speeds enhance the

effectiveness of evaporative cooling.;

3) Photovoltaic modules used without cooling in

hot climates significantly degraded in

performance.;

4) The applied cooling method is suitable for

small-scale photovoltaic installations. Due to

its effectiveness, the evaporative cooling 

method requires further research. 
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Abstract: The article describes the large-scale implementation of solar photovoltaic installations and systems in the 

regions of Uzbekistan, and considers the issues of operation of the component equipment of photovoltaic 

power plants (PVPP) integrated with the low-voltage electric grid. There is carried out the analysis of the 

influence of low quality of electric power on the operating modes of the grid inverter in PVPP. There are 

studied the values of voltage, current and frequency of each phase in the low-voltage electric grid using a two-

channel flat-panel oscilloscope FNIRSI -1013D. The voltage deviations of each phase in the low-voltage 

electric grid are determined; their values are δUm(−)
A −7,8 %, δUm(−)

B − 20% and δUm(−)
C − 20% under

winter conditions, respectively. The archives of most inverters in PVPP integrated with the low-voltage 

distribution grid in the regions of Uzbekistan are studied and analyzed. The reasons for frequent disconnection 

and connection of grid inverters have been identified, which include voltage instability in phases, losses in 

the electrical network, incorrect grounding of the inverter, etc. Additional protective equipment has been 

developed and created for inverters of the solar power plant integrated with the low-voltage electrical network, 

distinguished by reliability, automation and availability of electrical components on the domestic market of 

Uzbekistan. 

1 INTRODUCTION 

In the world, the use of photovoltaic installations and 

systems based on renewable energy sources (RES) is 

one of the promising areas for providing consumers 

with electric energy. In Uzbekistan, the share of 

renewable energy sources in electricity production 

will reach 54% by 2030. The President of the country 

announced this on December 13 at the launch 

ceremony of new energy capacities. Additional 

"green capacities" of 19,000 MW will be built during 

this period, said the head of state [1]. 

Currently, in the energy sector of Uzbekistan, the 

capacity of photovoltaic stations (PVS) integrated 

into the high-voltage electric grid is 2 GW. 

Photovoltaic power plants were launched in Nishan 

district of Kashkadarya, Karaulbazar district in 

Bukhara, Sherabad district in Surkhandarya, 

Gallaaral district in Jizzakh, Kattakurgan district in 

Samarkand, as well as wind farms in Tomdi district 

of Navoi region. In the republic, low-power 

photovoltaic power plants with a total capacity 

 of 970 MW are connected to a 0,4 kV low-voltage 

(local) distribution network at 98,246 different 

facilities, of which 47,5 MW of capacity were 

installed at higher educational institutions (according 

to data from the end of 2023) [2].  

One of the main factors for the correct operation 

of the component equipment (mainly inverters for 

various purposes) of the PVS connected to the local 

distribution network is the quality of the electricity 

supplied by the manufacturer. In this regard, there are 

a number of problems when connecting these sources 

to the power grid. The main problems are ensuring the 

requirements for the quality of electricity, limiting 

power, security measures, protection systems, the 

synchronization process, reducing the inertia of the 

system, etc. [3, 4]. Certain values of quality 

characteristics are set for the electric grid: in terms of 

nominal frequency, voltage, current, etc., therefore, 

the required quality of electricity must be ensured for 

the normal operation of the components of the 

PVS. [5]. Deviation of the main indicators of 

electricity quality from the normalized values can 
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lead to operational disruptions of network inverters, 

and as a result, losses [6]. Connecting photovoltaic 

arrays to a grid inverter can be cost-effective, but the 

service life of a grid inverter is often shorter than that 

of a photovoltaic plant. This will require replacing the 

inverter at least once during the lifetime of the solar 

photovoltaic modules, which will lead to additional 

costs [7]. 

In order to ensure safety, network inverters are 

equipped with protective equipment: in case of 

significant harmonic changes in the network, i.e. with 

a strong deviation of the voltage and frequency 

readings from the permissible limit, the circuit 

breaker turns off and closes the outlet from the mains. 

The operation of the protective equipment in this 

form will depend on the setting of the mains inverter 

and the quality of the power grid. In the negative case, 

when the mains voltage decreases by 0.5 V compared 

to the nominal value, and the frequency deviates from 

the nominal value by 0.5-0.7 Hz, the mains inverter 

will stop generating electricity to the electrical 

network in less than 100 ms [8-10]. Despite equipping 

the network inverters with a protective device, the 

task of protecting the inverters from a strong 

deviation of the main parameters of the electrical 

network still remains unresolved. A sudden increase 

in voltage can also damage the integrity of the 

inverter's memory, as well as prematurely cause it to 

fail. 

The purpose of the research is to develop an 

additional protective device for a network inverter of 

a photovoltaic plant connected in parallel to a low–

voltage distribution network, as well as to study the 

main indicators of the quality of electrical energy.  

2 MATERIALS AND METHODS 

In the course of studying the problems of electricity 

quality in a low-voltage distribution network, an 

analysis of waveforms describing voltages, currents 

and frequency was used. The archive of network 

inverters of a photovoltaic plant connected in parallel 

to a low-voltage distribution network during 

operation has also been analyzed. 

3 RESULTS AND DISCUSSIONS 

On January 24-25, 2023, experimental studies were 

conducted to measure the voltage values of each 

phase in the low-voltage distribution network of the 

Faculty of Energy Engineering of Tashkent State 

Technical University. The voltage, current, and 

frequency waveforms were recorded using a two-

channel FNIRSI -1013D type flat oscilloscope. 

The voltage values for each phase in the low-

voltage distribution network, measured and recorded 

by an oscilloscope at 9:30 a.m. on 01/24/2023 in 

winter, are shown in Figure 1. The values of the phase 

voltage in a low-voltage electrical network, 

respectively, are  UA-202,8 В, UВ – 176 В, UС- 176 В. 

Phase А: oscillation time T=20.0 mS,  frequency 

F=50,0 Hz, U=202.8 В 

Phase В: oscillation time T=20.0 mS,  frequency  

F=50,0 Hz, U=176 В 

Phase C: oscillation time T=20.0 mS,  frequency  

F=50,0 Hz, U=176 В 

Figure 1: Voltage waveforms for each phase in a low-

voltage distribution network. 

The electric power quality indicators related to 

slow changes in the power supply voltage are 

negative δU(-) and positive δU(+) deviations of the 

power supply voltage at the point of transmission of 

electric energy from the nominal agreed value., %: 

𝛿𝑈(−) = [1 −
𝑈𝑚(−)

𝑈0
] ∙ 100%   (1)
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𝛿𝑈(+) = [1 −
𝑈𝑚(+)

𝑈0
] ∙ 100% (2) 

where, 𝑈𝑚(−), 𝑈𝑚(+)- power supply voltage values

lower than 𝑈0 and higher than 𝑈0, respectively,

averaged over a time interval of 10 minutes in 

accordance with requirements of GOST 30804.4.30. 

According to the indications of the quality of 

electricity, the following standards are established: 

positive and negative voltage deviations at the point 

of transmission of electric energy should not exceed 

10% of the nominal or agreed voltage value [11, 12]. 

Analyzing Figure 1, it can be concluded that in the 

conditions of the winter and summer period, with an 

increase in the loads of consumers with a nonlinear 

characteristic.  

It is the nonlinearity of the load that leads to 

harmonic distortion of the mains voltage. In most 

cases, consumers of electric energy have a nonlinear 

volt-ampere characteristic, which leads to a change in 

the harmonic composition of the voltage and current 

of the power supply network [13]. Frequent and 

unpredictable fluctuations in voltage and frequency at 

the connection point of the PVS lead to exceeding the 

tolerances for them [14]. 

It can be seen that (Figure 1) in severe weather in 

a low-voltage distribution network, the voltage 

deviation of each phase is less than 𝑈0. According to

the results, the interval 𝑈𝑚(−)   is respectively

𝛿𝑈𝑚(−)
𝐴 −7,8 %, 𝛿𝑈𝑚(−)

𝐵 − 20% и 𝛿𝑈𝑚(−)
𝐶 − 20%. A

strong phase deviation of the voltage in phase B and 

C in a low-voltage electrical network when 

connecting the PVS affects the thermal condition of 

the heated nodes, the insulation strength and the 

switching apparatus of the central inverter as a whole. 

Exceeding this indicator (𝛿𝑈(−), 𝛿𝑈(+))  will cause

frequent failures or accelerated wear of network 

inverter parts due to increased nonlinear loads. 

Due to the fact that frequent failures lead to 

malfunctions of the electrically erasable 

programmable permanent storage device (EEPPSD) 

in network inverters, which is the main memory 

contained in the working firmware and configuration 

of the inverter. Restoration and replacement of 

EEPPSD in a network inverter does not require high 

costs, but in operation it leads to a significant 

decrease in the efficiency of the PVS. 

Based on the above, for PVS connected in parallel 

to a low-voltage distribution network, there is an 

intermediate range of voltage and frequency values at 

which the network inverters will turn off and turn on 

again (Table 1). When analyzing the archive, most 

inverters in PVS integrated with a low-voltage 

distribution network in Uzbekistan, the number of 

disconnections and connections of inverters to local 

electric network, was 1805 times. This was especially 

observed in a Huawei 30KTL M3 type network 

inverter with a capacity of 30 kW in the Urgench city 

in the period from 11/26/2024 to 01/23/2025. Studies 

show that when analyzing the inverter archive, the 

reason for frequent disconnection and connection of 

the protective device to the low-voltage electrical 

network is the poor quality of electricity: reduction 

and increase of voltage in phases, losses in the low-

voltage electrical network, improper grounding of the 

inverter, etc.Таble 1 

Таble 1: Requirements for the operation mode of a PVS 

connected to a low-voltage electrical network [15] 

Mode Requirements 

Shutdown 

Limits: 

Voltage drop protection (U <) <184 V 

Surge protection (U>)> 253 V 

Surge protection (U >>)> 264.5 V 

Frequency drop protection (f <) <47.5 Hz 

Over-frequency protection (f>)> 51.5 Hz 

Reconnection 

Limits: 

Voltage greater than 195.5 V and less 

than 253 V  

Frequency greater than 47.5 Hz and less 

than 50.05 Hz 

Excessive switching can eventually lead to 

overheating and wear of relay contacts in network 

inverters, which are vital for both normal operation 

and protective functions. Relay failures can cause 

interruptions in the energy conversion processes, 

which will lead to unstable power supply or complete 

disconnection of the PVS from the low-voltage 

electrical network. 

On October 23, 2019, a PVS 10 kW was installed 

on the Heliopolygon of the Tashkent State Technical 

University and connected in parallel to the local 

electric grid [16]. In December 2020, due to a strong 

phase deviation in the local electrical network, the 

inverter prematurely failed under normal operating 

conditions. Was supplied and replaced 10 kW mains 

inverter from the company that is the customer of the 

personnel, but more than 1 year passed before the 

replacement. During this time, the authors managed 

to develop and create an additional protective device 

(Figure 3; 3 - protective device) for PVS grid inverter 

operating in parallel with a low-voltage distribution 

network. 

Figure 3 shows a general schematic diagram of a 

solar photovoltaic plant connected in parallel to a 

local distribution network (0.4 kV), in which 

additional protective equipment of a network inverter 

is indicated by the number 3. Figure 3 shows an 

electrical circuit and components of protective 

equipment for PVS. 
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Figure 2. Block diagram of a network photovoltaic plant 

with a peak power of 10 kW. 

In Figure 2: 1 - photovoltaic modules of 20 pieces 

(total of 40 pieces); 2 - grid inverter; 3 - protective 

device; 4 - green electricity meter; 5 - low-voltage 

electrical grid of 0.4 kV. 

The solar photovoltaic arrays (1) shown in 

Figure 3 have an average constant DC voltage of 760 

V, a current of 16 A is applied, power is supplied to 

the mains inverter (2), simultaneously connected to 

ground (6) and then at a three-phase alternating 

voltage of ~380 V through the protective equipment 

(3) of the central inverter through the green electric

meter (4) and exported to local electric distribution

grid (5). Consumers can import electricity through a

green electric meter from the local electric grid [17].

Figure 3 shows in full detail the electrical parts 

and circuits that make up the protective equipment 

shown in Figures 2, 3. As noted above, the grid 

inverter operates in an integrated mode with the local 

electrical grid, that is, the voltage in the network is 

synchronized in accordance with the frequency 

harmonics. 

The electrical circuit of the additional protective 

equipment is switched as follows. The electrical 

cables are routed from the inverter with three-phase 

alternating voltage to the input of the SF circuit 

breaker (3.1), designed for 25A, and are also 

connected to the neutral (3.5). From the SF circuit 

breaker, cables are routed to the contactor (3.2) MS 

and another SF circuit breaker (3.3), rated for a 

current value of 1A. Current through the SF (3.3) 

circuit breaker is applied to the input of the RNPP-

311 M voltage relay (3.4 ).  In accordance with the 

requirements of GOST 30804.4.30 the voltage in one 

or all L1, L2, L3 phases, which is significantly less 

than or greater than the normalized value of U0, the 

smart relay (RNPP-311M – 3.4 ) disconnects the 

central inverter from the low-voltage electrical grid 

and takes control of each phase. 

Figure 3: Additional protective equipment for PVS integrated into a low-voltage distribution grid. 
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In the electrical circuit, the function of the 

contactor MS (3.2) directly acts as a bridge between 

the central inverter (2) and the local electrical grid (5), 

that is, it acts as an automatic switch. The contactor 

MS (3.2) does not work spontaneously, a signal from 

the voltage relay RNPP– 311M (3.4) is applied to its 

operation. It is connected from contact A1 of the 

contactor MS (3.2) to the voltage relay RNPP– 311M 

(3.4), and from the other contact A2 it is connected to 

the neutral (3.5). The RNPP – 311M voltage relay 

(3.4) issues a signal to disconnect the contacts of the 

contactor MS (3.2) from the low-voltage distributed 

network as soon as a defect in the voltage parameters 

in the electrical grid (5) is detected. Phases L1, L2 and 

L3 from the MS contactor (3.2), as well as one cable 

from the neutral (3.5), are connected to the green 

meter (4) and it is connected in parallel to a low-

voltage distributed grid (5). 

The following advantages have been identified in 

the proposed development: it prevents the occurrence 

of burns and fires caused by overheating of the mains 

inverter in PVS with low-quality electricity in the 

local electric grid. The total weight of the 

development is light, it works without noise, and the 

cost is very low. There is access to purchase electrical 

elements and parts in the domestic market of 

Uzbekistan. 

Additional protective equipment is intended for: 

▪ control of the permissible voltage level;

▪ control of the correct alternation and absence of

phase sticking;

▪ control of the full-phase and symmetry of the

mains voltage (phase misalignment);

▪ disconnecting the load at low-quality mains

voltage;

▪ quality control of the mains voltage after

disconnecting the inverter and automatically

switching it on after restoring voltage

parameters;

▪ emergency indications in case of an emergency

and indication of the presence of voltage in

each phase. The development also performs

zero control by an indirect method.

4 CONCLUSIONS

In the world, special importance is attached to the 

issues of electricity generation based on low-power 

photovoltaic plants and their integration into a low-

voltage distribution grid for energy supply to 

consumers.  

The conducted studies allowed us to evaluate the 

quality of electrical energy in the low-voltage 

distributed electric grid of Uzbekistan. Based on the 

results obtained, it can be analyzed that the values of 

the voltage deviation of each phase in a low-voltage 

electrical grid are much greater than the nominal 

value in winter and summer. The voltage deviation of 

each phase in the low-voltage electrical network and 

their values, respectively, were δUm(−)
A −7,8 %,

δUm(−)
B − 20% и δUm(−)

C − 20% in winter conditions

the period in Tashkent. Numerous studies have been 

conducted on the archives of grid inverters of various 

types for PVS integrated into the low-voltage electric 

grid, which are installed in the regions of the country. 

Data from the memory archive of the grid inverter 

shows that the reason for frequent disconnection and 

connection of the inverter to the electrical grid are the 

following main factors: not phase stability of voltage; 

losses in the electrical grid; improper grounding of 

the inverter, etc. Additional protective equipment has 

been developed and created for PVS inverters 

integrated with a low-voltage electrical network 

characterized by reliability, automation and 

resistance to the thermal condition of heated nodes. 
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Abstract: The global energy landscape undergoes transformative changes characterized by unprecedented challenges in 

climate and geopolitical dynamics. This study analyzes energy systems across 66 countries using machine 

learning methods, based on comprehensive energy performance and environmental indicators. Using the K-

means clustering method, three distinct country clusters were identified. The baseline cluster includes 62 

countries with moderate energy parameters. China forms a unique cluster, characterized by exceptionally high 

total energy consumption and maximum carbon emissions, yet relatively low per capita consumption. The 

third cluster comprises the United States, the Russian Federation, and India, which are distinguished by 

diversified energy policies with high nuclear and natural gas consumption. Statistical analysis reveals robust 

correlations between primary energy consumption and environmental indicators, with correlation coefficients 

exceeding 0.9. The research demonstrates that primary energy consumption patterns and fuel balance 

structure, rather than emission volumes directly, are primary determinants of environmental impact. Coal-

based energy generation emerges as the predominant source of anthropogenic environmental challenges 

globally. These findings underscore the urgent necessity for developing individualized national energy 

transition strategies that account for each country's unique energy profile and economic circumstances. The 

methodology established provides a framework for evidence-based policy formulation toward sustainable 

energy futures. 

1 INTRODUCTION 

Energy systems today are at a critical point of 

transformation that will determine the future fate of 

humanity and the planet. Global challenges related to 

climate change and geopolitical upheavals put 

forward new requirements for understanding and 

managing energy processes [1]. According to the 

World Meteorological Organization, 2023 was 

unprecedented in climate history - the warmest over 

the entire period of instrumental observations, with a 

global temperature increase of almost 1.5°C [2]. Such 

cardinal changes create a complex mosaic of 

challenges for the world community: from 

environmental consequences to the transformation of 

economic models. 

The modern energy landscape is characterized by 

paradoxical trends: simultaneous growth in fossil fuel 

consumption and unprecedented development of 

renewable energy. The International Renewable 

Energy Agency report confirms that the share of 

green electricity continues to grow rapidly, creating a 

real alternative to traditional energy models [3]. 

According to the International Energy Agency, 

there were radical changes in industry indicators. In 

2023, global energy demonstrated impressive 

dynamics of recovery and growth, returning to pre-

coronavirus development trends [4]. A key feature of 

the past year was a significant revival in energy 

markets, primarily due to the weakening of logistics 

constraints and the restoration of economic activity. 

China played a decisive role in this process, canceling 

strict anti-epidemic restrictions and significantly 
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increasing energy consumption. Statistics 

demonstrate unprecedented indicators: global oil 

consumption exceeded 100 million barrels/day for the 

first time; coal demand reached a historical 

maximum; renewable energy consumption grew six 

times faster compared to overall primary energy 

consumption; electricity demand increased 25% more 

intensively than total primary consumption [5]. These 

trends confirm the gradual transformation of the 

global energy landscape with the strengthening of 

renewable sources and diversification of energy 

portfolios of various countries. 

At the same time, according to global monitoring 

studies, approximately 750 million people, every 

tenth inhabitant of the planet, are still deprived of 

basic access to electricity. This makes elementary 

needs impossible: lighting homes, storing food, and 

protection from rising temperature loads. Moreover, 

about 2.6 billion people continue to use extremely 

toxic biofuel sources for heating and cooking, such as 

charcoal, coal, and organic animal waste. In 2023, 

researchers recorded significant geographical 

differences in the relationships between regional 

population size and energy consumption volumes, 

which underscores the uneven nature of global energy 

development [4]. 

Today, studies aimed at a comprehensive 

understanding of structural transformations in global 

energy, and identification of regional characteristics 

and patterns of national energy systems development 

are gaining particular relevance. The purpose of our 

study is to analyze trends and patterns of modern 

energy profile formation in countries worldwide, 

identifying systemic interconnections between fuel 

balance structure, consumption volumes, and carbon 

emission levels. The obtained knowledge can provide 

a theoretical basis for countries to develop effective 

energy policies aimed at achieving a balance between 

economic development and environmental 

sustainability.  

2 RELATED WORKS 

Research on risks and opportunities created by the 

energy transition has been the focus of scholarly 

debates in recent years. Many scholars have dedicated 

work to identifying the main factors shaping the 

future of the global energy system [6‒7]. O. A. 

Osobajo et al. investigated the impact of energy usage 

and economic growth on CO2 emissions. The findings 

showed that the study variables (population, capital 

stock, and economic growth) are mutually linked to 

CO2 emissions, whereas energy consumption has a 

one-way causal effect [8]. M. Ahmed et al. examined 

the relationship between energy consumption and 

CO2 emissions (CO2e) across China, India, and the 

USA. The study analyzed key factors including 

population growth, energy consumption per capita, 

and income levels. Their findings revealed a 

significant correlation between energy consumption 

per capita (p.c.) and CO2 emissions in these 

countries [9]. M. Kameni Nematchoua and 

J. A. Orosa investigated strategies for reducing CO2 

concentrations and minimizing energy demands at the 

district level [10]. The researchers J. Li et al. 

examined the relationship between CO2 emissions, 

energy consumption, mortality, life expectancy, and 

GDP in the top five carbon-emitting countries, 

revealing a strong positive correlation between CO2 

emissions and energy consumption [11]. However, 

most scientific research in this field relates to regional 

studies [12‒15]. Further research on the efficiency 

and environmental performance indicators of 

countries’ energy systems remains relevant for 

developing effective energy strategies. 

3 METHODOLOGY 

Analysis of global carbon dioxide emission trends 

demonstrates a clear correlation between primary 

energy consumption volumes and the level of 

anthropogenic CO2 emissions. China has the 

maximum primary energy consumption level (Fig. 1). 

China also significantly leads other countries in 

carbon dioxide emissions from energy [4]. The USA, 

India, and Russia are next in the ranking of countries 

with high primary energy consumption. This trend is 

associated with intensive industrial development and 

high electricity consumption in these countries, where 

traditional fossil energy sources such as coal, oil, and 

natural gas, the main sources of greenhouse gas 

emissions, predominate. 

However, no correlation has been established 

between carbon dioxide emissions and energy 

dependence on primary energy consumption p.c. of 

countries worldwide (Fig. 2). This confirms the 

complexity and multi-factor nature of energy 

transformation processes in the modern global 

economic space and requires further research. 

To identify groups of countries with similar 

energy consumption and environmental impact 

models, we conducted a cluster analysis of 66 

countries worldwide based on selected indicators of 

efficiency and environmental friendliness of 

countries’ energy systems [4]. 
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Figure 1: Chart of carbon dioxide emissions from energy 

dependence on primary energy consumption. 

3.1 Data and Variables 

The data set comprised efficiency and climate 

sustainability metrics of energy infrastructures from 

66 countries worldwideу, presented in Table 1.  

The countries include: Canada, Mexico, US, 

Argentina, Brazil, Chile, Colombia, Ecuador, Peru, 

Trinidad and Tobago, Venezuela, Austria, Belgium, 

Czech Republic, Finland, France, Germany, Greece, 

Hungary, Italy, Netherlands, Norway, Poland, 

Portugal, Romania, Spain, Sweden, Switzerland, 

Turkiye, Ukraine, United Kingdom, Azerbaijan, 

Belarus, Kazakhstan, Russian Federation, 

Turkmenistan, Uzbekistan, Iran, Iraq, Israel, Kuwait, 

Oman, Qatar, Saudi Arabia, UAE, Algeria, Egypt, 

Morocco, South Africa, Australia, Bangladesh, 

China, China Hong Kong  SAR, India, Indonesia, 

Japan, Malaysia, New Zealand, Pakistan, Philippines, 

Singapore, South Korea, Sri Lanka, Taiwan, 

Thailand, Vietnam. 

Empirical research was conducted using Rapid 

Miner software [16] based on the values of the 

aforementioned indicators, published in the official 

report “2023 Statistical Review of World Energy” [4]. 

K-means clustering [17] was used to identify

homogeneous models of energy behavior and

environmental impact of countries worldwide. This

enabled grouping countries with similar energy

consumption characteristics and carbon dioxide

emissions into homogeneous groups.

Table 1: Study variables. 

Variable Variable 

CDEE, Gt Carbon dioxide emissions from 

energy 

CDEEPMF, 

GtCO2e 

Carbon dioxide equivalent emissions 

from energy, process emissions, 

methane and flaring 

ENGF, GtCO2e Emissions from natural gas flaring 

PEC, EJ Primary energy consumption 

PECPC, EJ Primary energy consumption p.c. 

Consumption by fuel: 

CC, EJ Coal 

CH, EJ Hydroelectricity 

CNG, EJ Natural Gas 

CNE, EJ Nuclear Energy 

CO, EJ Oil 

CR, EJ Renewables 

.

Figure 2: Chart of carbon dioxide emissions from energy dependence on primary energy consumption per capita.
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3.2 Method 

K-means clustering represents a fundamental

unsupervised machine-learning technique for

partitioning datasets into predetermined clusters [17].

The method minimizes within-cluster variability by

iteratively assigning data points to the nearest

centroid and recalculating cluster centers. At its core,

the algorithm seeks to reduce the total within-cluster

sum of squared distances, which can be expressed

mathematically as the objective function:

𝐽 =∑ ∑ ‖𝑥 − 
𝑘
‖
2

𝑥𝐶𝑘

𝐾

𝑘=1
,       (1) 

where K denotes the number of clusters, Ck represents 

a specific cluster, x indicates individual data points, 

and μk represents the cluster centroid. The Euclidean 

distance between a point and its cluster centroid is 

calculated using the standard distance formula:  

𝑑(𝑥,
𝑘
) = √∑ (𝑥𝑖 − 

𝑘𝑖
)
2

𝑛
𝑖=1 .     (2) 

The clustering process involves several iterative 

steps beginning with centroid initialization. Initially, 

K centroids are randomly selected from the dataset, 

with each centroid representing the initial cluster 

center. The algorithm then alternates between two 

primary operations: assignment and update. 

In the assignment phase, each data point is 

assigned to the closest centroid using the Euclidean 

distance. Mathematically, this assignment can be 

represented as: 

𝐶𝑖 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑗

‖𝑥𝑖 − 
𝑗
‖
2

.  (3) 

The update phase recalculates cluster centroids by 

computing the arithmetic mean of all points assigned 

to each cluster: 


𝑗
=

1

𝐶𝑗
∑ 𝑥𝑖𝑥𝑖𝐶𝑗

. (4) 

Convergence is achieved when centroids 

stabilize, typically determined by minimal changes in 

cluster assignments or reaching a predefined maximum 

number of iterations. The overall optimization is 

expressed through the convergence criterion: 

|J(t+1) ‒ J(t)| < ε,   (5) 

where ε represents a small threshold value indicating 

minimal change between successive iterations. 

4 RESULTS AND DISCUSSION 

As a result of applying the k-means clustering 

method, 3 groups of countries were identified with 

distinct models of energy behavior and environmental 

impact (Fig. 3). The optimal number of clusters (k=3) 

was determined using the elbow method. The largest 

differences in mean cluster values were found in the 

variables CDEEPMF (carbon dioxide equivalent 

emissions from energy, process emissions, methane 

and flaring) and CDE (carbon dioxide emissions from 

energy). However, the variables PEC (primary energy 

consumption) and CNG (natural gas consumption) 

have the greatest influence on the distribution of 

countries into groups (Fig. 4). This means that the 

structure and scale of the energy system are the 

primary determinants of environmental impact. 

Emissions are a secondary consequence of overall 

energy consumption and energy balance 

diversification. 

Cluster No. 0 included all 62 analyzed countries 

worldwide, except for China, the Russian Federation, 

and India. This group is characterized by significantly 

lower mean values for all analyzed indicators 

compared to countries in other clusters, except 

primary energy consumption p.c. (Table 2).   

Table 2: Cluster Means. 

Variable  Cluster 0 Cluster 1 Cluster 2 

PECC 152.827 119.800 246.950 

PEC 4.711 170.740 62.785 

CDEE 263.141 11218.400 3206.450 

ENGF 2.900 4.900 40.200 

CDEEPMF 282.011 12603.500 1367.900 

CO 1.720 32.730 21.535 

CNG 1.212 14.570 24.120 

CC  0.907 91.940 6.015 

CNE 0.275 3.900 4.635 

CH 0.315 11.460 2.045 

CR 0.383 16.130 4.440 
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Figure 3: Centroid chart. 

Figure 4: Cluster tree. 

Cluster No. 0 effectively represents the “baseline” 

group of countries with moderate energy and 

environmental parameters. 

Cluster No. 1 included only China. Its energy 

policy is characterized by significantly higher values, 

compared to the average of other identified country 

clusters, in the following indicators: primary energy 

consumption, coal consumption, oil consumption, 

hydroelectricity consumption, carbon dioxide 

emissions from energy, and carbon dioxide 

equivalent emissions from energy, process emissions, 

methane, and flaring. At the same time, China has the 

lowest primary energy consumption p.c. compared to 

the average values of this indicator in the other two 

clusters. This indicates the specificity of its energy 

model ‒ high total consumption with relatively low 

p.c. consumption.
Cluster No. 2 included the USA, Russian

Federation, and India. The average values of nuclear 

energy consumption, natural gas consumption, 

emissions from natural gas flaring, and primary 

energy consumption p.c. for countries in this group 

are significantly higher than the corresponding 

averages in the other two identified clusters. This 

cluster represents countries with a diversified and 

intensive energy policy. 

To assess the model's resilience, we conducted a 

sensitivity analysis by introducing controlled 

variations in the input data (±5%) and re-executing 

the clustering. Results showed stability of the main 

clusters with an average object reassignment error of 

4.2%, confirming the reliability of the classification. 

This indicates sufficient model robustness to minor 

changes in input data and the validity of the obtained 

results. 

The obtained estimates confirm the hypothesis of 

the heterogeneity of global energy systems and the 

need for an individual approach to assessing their 

efficiency and environmental impact. The results of 

the empirical analysis demonstrate the complex 

interaction between energy consumption and 

emissions indicators during country clustering. 

Although the largest statistical differences between 

clusters are observed in carbon dioxide emissions 

indicators, which reflect the ecological aspect of 

energy systems, the determining factors for grouping 

countries were the volumes of primary energy 

consumption and natural gas. This means that the 

structure and scale of the energy system are the 

primary determinants of environmental impact. This 

result emphasizes the systemic nature of the 

relationship between economic scale, energy policy, 

and environmental impact, where total energy 

consumption serves as a fundamental basis for further 

differentiation.   

Table 3 presents the correlation assessments 

between each pair of variables included in the cluster 

model. 

A strong direct relationship was identified 

between primary energy consumption and the 

following indicators: carbon dioxide emissions from 

energy (0.992), renewables consumption (0.970), oil 

consumption (0.939), and carbon dioxide emissions 

from energy (0.904); carbon dioxide emissions from 

energy and renewables consumption (0.961); carbon 

dioxide emissions from energy and carbon dioxide 

equivalent emissions from energy, process emissions, 

methane, and flaring (0.934); coal consumption and 

carbon dioxide equivalent emissions from energy 

(0.986); coal consumption and carbon dioxide 

emissions from energy (0.946); oil consumption and 

renewables  consumption  (0.908). A  strong  positive
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Table 3: Correlations. 

CDEE CDEEPEF CH CNE CNG CO CR ENGF PEC PECC 

CC 0.946 0.986 0.889 0.468 0.406 0.714 0.888 0.042 0.904 -0.057

CDEE 0.934 0.884 0.693 0.671 0.898 0.961 0.185 0.992 0.006 

CDEEPEF 0.885 0.442 0.427 0.697 0.856 0.154 0.893 -0.056

CH 0.527 0.486 0.727 0.897 0.120 0.878 -0.009

CNE 0.870 0.875 0.731 0.270 0.764 0.100 

CNG 0.872 0.661 0.555 0.743 0.131 

CO 0.908 0.263 0.938 0.071 

CR 0.070 0.970 -0.017

ENGF 0.221 0.006 

PEC 0.019 

correlation is observed between hydroelectricity 

consumption and the following indicators: coal 

consumption (0.889), carbon dioxide equivalent 

emissions from energy, process emissions, methane, 

and flaring (0.885), and carbon dioxide emissions 

from energy (0.884). Primary energy consumption 

correlates with carbon dioxide equivalent emissions 

from energy, process emissions, methane, and flaring 

(0.893) and hydroelectricity consumption (0.878); 

hydroelectricity consumption correlates with oil 

consumption (0.908) 

The results of the correlation analysis reveal 

systemic interconnections between various 

parameters of the energy system, demonstrating that 

a change in one indicator almost determines changes 

in others. The exceptionally strong relationship 

between primary energy consumption and carbon 

dioxide emissions, as well as renewable energy 

sources, confirms a direct dependence between the 

scale of energy consumption and environmental 

impact. 

In particular, the strong correlation between coal 

consumption and carbon emissions indicates that 

coal-based energy remains a major source of 

anthropogenic environmental impact. The high 

correlation of hydroelectricity consumption with 

emission indicators and the consumption of fossil 

energy sources is noteworthy, suggesting systemic 

complementarity between different energy sectors in 

a global context. 

These findings confirm the complex nature of 

energy systems, where changes in one parameter 

trigger cascading changes in other components. 

5 CONCLUSIONS 

The study presents a comprehensive analysis of 

global energy systems, uncovering fundamentally 

new aspects of the interrelationship between the scale 

of energy consumption, the structure of the fuel 

balance, and environmental impacts. The application 

of cluster analysis made it possible, for the first time, 

to systematically differentiate countries into three 

unique groups representing fundamentally different 

models of energy behavior. 

Particularly notable is the unique model of China, 

which has developed a distinctly specific energy 

consumption strategy: extremely high total volumes 

combined with relatively low p.c. consumption. It 

was found that China represents a unique cluster 

characterized by the highest indicators of primary 

energy consumption, coal-based generation, 

hydroelectricity, and carbon dioxide emissions. 

The key scientific outcome of the study is the 

identification of systemic patterns within the global 

energy landscape. It was found that primary energy 

consumption and the structure of the fuel balance are 

the determining factors of environmental impact, 

rather than emission volumes directly. The clustering 

of countries revealed the heterogeneity of global 

energy systems: from the moderate model of 

developed countries to China’s unique strategy of 

extremely high total consumption, and the diversified 

energy policies of the United States, Russia, and India. 

Russia’s full-scale invasion of Ukraine has further 

highlighted global energy challenges, demonstrating 

the critical dependence of European countries on 

Russian fossil fuels. The study shows that the Russian 

Federation belongs to the group of countries with 

diversified and intensive energy policies, 

characterized by high levels of nuclear and gas 

generation. Geopolitical upheavals have underscored 

the urgent need to accelerate the transition to 

renewable energy sources as a strategy for ensuring 

national and economic security. 

Europe’s energy dependence on Russia has 

caused widespread consequences for the energy 

balance of other regions. Following Russia's invasion 
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of Ukraine, a global redistribution of energy flows 

occurred, with Asian countries, especially China and 

India, increasing purchases of Russian energy 

resources at reduced prices. This led to increased 

competition in liquefied natural gas markets, where 

European countries began seeking alternatives to 

Russian gas, creating additional pressure on suppliers 

from the Middle East, Africa, and the United States. 

At the same time, this accelerated the development of 

renewable energy in many regions of the world and 

stimulated the diversification of energy sources in 

developing countries seeking to reduce their 

vulnerability to geopolitical upheavals. 

The study empirically confirmed exceptionally 

strong correlations between key parameters of energy 

systems. In particular, it was established that primary 

energy consumption almost determines the levels of 

carbon emissions, renewable energy consumption, 

and oil consumption, with correlations exceeding 0.9. 

A particularly important scientific conclusion is that 

coal-based energy remains the primary source of 

anthropogenic impact, emphasizing the urgent need 

for the transformation of energy models. 

The results obtained hold significant theoretical 

and practical value for shaping effective national and 

global energy transition strategies. The study 

convincingly demonstrates that balancing economic 

development and environmental sustainability 

requires an individualized approach that accounts for 

each country’s unique characteristics. The presented 

cluster analysis methodology can be successfully 

adapted for further studies on the dynamics of global 

energy systems. 
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Abstract: The article considers various approaches to automating the checking of student works by lecturers for pla-
giarism and the presence of fragments of text/code generated by Artificial Intelligence. As a result of testing
various text fragments related to IT, it was concluded that some of existing services can be considered as good
candidates for plagiarism detection, but there’s no obvious choice for AI detection. Services (or combina-
tion of them) may act as a support mechanism, but final decisions should be made by lecturers. A software
application has been developed to automate the routine work of lecturers of higher education institutions in
checking student works for plagiarism and AI detection. Developed software application uses various APIs to
search for plagiarism and fragments of text/code generated by AI. The practical value of the study lies in the
possibility of using the proposed method to check student works for originality. Further research on this topic
may include multi–user support, integration with existing educational platforms, adding UI components for
visualization of AI/plagiarism detection results.

1 INTRODUCTION

The development of information technologies and
their mass introduction into most spheres of human
activity, in particular into the educational process, has
not only positive aspects. Currently, the Internet con-
tains a large amount of information, the amount of
which is constantly growing. Systems based on Ar-
tificial Intelligence are actively developed and used,
which are capable of generating almost any informa-
tion content. All this creates the prerequisites for un-
scrupulous researchers who present materials found
on the Internet or generated by generative Artificial
Intelligence (AI) as their own scientific results.

In the conditions of the Information Society, the
training of future specialists in information technolo-
gies plays an important role. They are the driver of
the further development of the sphere of information
technologies, playing a key role in most areas of hu-

man activity: economy, production, medicine, service 
sector, education, etc. However, due to the condi-
tions defined above, the training of future specialists 
in information technologies is accompanied by the 
conscious or accidental use of borrowings in writing 
scientific papers, program code, borrowing other peo-
ple’s ideas. Therefore, the problem of detecting pla-
giarism in students works is a very important and ur-
gent task of today, and the solution to this task usually 
falls on the shoulders of lecturers of higher education 
institutions.

A review of scientific sources on solving the prob-
lem of anti-plagiarism verification o f s cientific and 
current works of students was conducted. According 
to the results of the analysis, the main directions of 
scientific r esearch o f s cientists w ere i dentified. For 
more than ten years, the problem of detecting pla-
giarism and developing programs for anti-plagiarism 
verification h as b een p ut t o t he f ore. I n scientific
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works devoted to the study of these issues, the au-
thors raise the issues of detecting plagiarism in sci-
entific and pedagogical activities [1, 2], the use of AI
systems by students for writing papers [3, 4], and a
review and comparative analysis of existing programs
for anti-plagiarism verification.

An important role in observing the principles of
academic integrity in the training of future IT special-
ists is played by the detection of plagiarism in the pro-
gram code during the lecturer’s verification of student
works or educational projects. In the article [5] the au-
thors present a privacy-preserving protocol for plagia-
rism detection that eliminates the need for code dis-
closure during similarity computation. In the works
[6, 7] scientific investigations on ways to automate
the verification of the source code in student scien-
tific works were published. A group of developers in
[8] developed a web-based application that contains a
set of tools for detecting and preventing plagiarism in
educational program code.

The active use of AI systems in all spheres of hu-
man activity [9] in recent years contributes to an in-
crease in the generation of borrowings by students in
their scientific papers and program code. On the other
hand, the use of AI methods and systems contributes
to the automation of plagiarism detection. Develop-
ments have also been underway in this direction in
recent years. In particular, it is worth highlighting a
number of works [10, 11] that consider methods for
detecting plagiarism based on semantic text analysis
and deep learning algorithms. In work [12], the au-
thors proposed a fundamentally new approach for the
estimation of the time complexity of an algorithm.
However, the issues of automating the verification of
student scientific and practical papers using several
anti-plagiarism verification services and combining
different types of services (detecting matches with in-
formation sources on the Internet, using artificial in-
telligence systems to analyze texts for borrowings or
fabrication) to check the work for plagiarism remain
insufficiently developed.

The authors provide a list of processes that can
be automated [13, 14] and a comparative analysis of
ready-made software products for automated testing.

2 LITERATURE REVIEW

According to the analysis of scientific sources, pop-
ular science publications and normative documents,
we have identified the main concepts that form the
methodological basis of the research.

On the basis of a review of normative documents
and scientific sources, the authors define the definition

of plagiarism as the use of a part of other people’s
public works or scientific papers, texts, images, ideas
without attribution in order to present them as one’s
own research results. Detection of plagiarism plays
an important role in the educational sector, especially
when it comes to the presentation of research results
by students.

There are various classifications of plagiarism
types. Summarizing the results presented in [15, 16],
the following main types of plagiarism can be distin-
guished:

Complete Plagiarism is a type of plagiarism
when you present a work written by another
person as your own.

Direct Plagiarism – copying individual parts of
someone else’s work (words, sentences, para-
graphs or chapters) and adding them to your
work without citing the author.

Paraphrasing Plagiarism is one of the most
common types of plagiarism, which involves
borrowing someone else’s idea, paraphrasing it
in your own words and placing it in your work
without attribution.

Plagiarizing Yourself – reusing your own ideas
and parts of texts that have already been pub-
lished.

Accidental Plagiarism is a type of plagiarism
according to which parts of other works are un-
intentionally used in writing a part of a work
without giving a reference to them. This is usu-
ally done unconsciously or accidentally.

Mosaic Plagiarism is the use by an author of
very small parts of the works of other authors
in combination with his or her own thoughts.

Source-based Plagiarism is the use of borrow-
ings together with references to their source. In
this case, the source may be incorrect, not be
the original source, or not exist.

In recent years, revolutionary processes have been
observed related to the active distribution and use
of artificial intelligence-based technologies in various
fields of human activity. Artificial Intelligence is also
actively penetrating into the educational sphere. Stu-
dents of higher education institutions are increasingly
using and abusing AI-based tools. In [17], it is noted
that “...students put the morality of the act in whether
they manipulate the tool or not, and not so much in the
intellectual property of what is delivered”. Since AI is
currently a tool that has no moral principles and can-
not independently ensure the principles of academic
integrity, all responsibility for the use of AI tools lies
with its users [17].
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The World Economic Forum notes that our soci-
ety is navigating a second era of digital technologies,
which include publicly available generative artificial
intelligence [18]. Such systems allow students to gen-
erate texts for written work quite easily. Thus, devel-
opments in the field of AI have benefited many indus-
tries, but for the educational and scientific field, they
have created new challenges for students to use AI
tools to generate scientific and educational texts, they
have reinforced the problem of academic integrity in
the modern information society.

Today there are international organizations to
combat cheating, plagiarism, and academic dishon-
esty in higher education. Such an organization is The
International Center for Academic Integrity [19]. It
offers assessment services, resources, and consulta-
tions to its member institutions. The European Net-
work of Academic Integrity (ENAI) holds an annual
conference on ethics and integrity in academia. At
the last conference significant debate was generated
by the session on artificial intelligence (AI) detection
tools based on recent research by a team of ENAI
members concluding that they don’t work reliably
[20].

The European Commission issued the first act on
the regulation of AI [21]. It is the first comprehensive
legal framework for artificial intelligence worldwide.
It regulates the rules for the use of AI in education
and professional training. Content that is either gen-
erated or modified with the help of AI — images, au-
dio or video files (for example, deepfakes) — needs
to be clearly labeled as AI-generated so that users are
aware when they come across such content. Thus, it
is planned to regulate the issue of academic integrity
regarding the use of AI systems.

Plagiarism detection software was developed in
the 1990s. These programs were focused on detect-
ing plagiarism in the form of copying and pasting data
from the Internet [2]. However, this problem has now
become much more complicated due to the ability
of artificial intelligence systems to generate texts and
program code. The search strategies used to detect
fabrications made by artificial intelligence differ from
those used to detect plagiarism [3]. Plagiarism detec-
tion is a part of natural language processing (NLP).
Currently, there are many solutions for detecting lexi-
cal or syntactic plagiarism based on NLP methods, in
particular the concept of using language dictionaries
such as WordNet [22].

Nowadays, scientists have made a significant con-
tribution to solving the problem of automated veri-
fication of students’ academic texts, but the sources
and types of plagiarism are constantly changing and
new ones are emerging. Therefore, the problem of

automating the detection of plagiarism in students’
academic papers is relevant and will remain so in the
future.

The purpose of the study is to automate the routine
work of higher education lecturers in checking IT stu-
dent papers for plagiarism and AI detection by devel-
oping a software application using the API to search
for plagiarism and fragments of text/code generated
by AI.

3 METHODOLOGY

The research was conducted through an empirical
analysis of various API-based services to detect pla-
giarism and AI-generated content in academic texts.
All text fragments that we used in this research are
related to IT. The methodology involved the creation
and classification of text datasets and the systematic
testing of external services using these text datasets.

For the purposes of this study, two distinct datasets
were compiled: one is for evaluating AI-generated
content detection, and another designed to assess the
accuracy of plagiarism detection. Three categories of
text fragments were prepared for AI detection:

1) Data subset DS11. AI-generated texts – gen-
erated using previous versions of ChatGPT
(GPT-3.5 and earlier). Our assumption was
that existing services would handle AI detec-
tion for these cases, showing results close to
a) 80 text fragments were generated.

2) Data subset DS12. AI-generated texts – gen-
erated using latest version of ChatGPT
(GPT-4o). This service is newer and is
available in paid plans. Our assumption was
that existing services would handle AI detection
for these cases, showing results close to 100.
60 text fragments were generated.

3) Data subset DS13. Original academic texts
a) from dissertations written before the emer-
gence of generative AI tools i.e. there is not
even a theoretical possibility that text frag-
ments were generated with the help of AI. 112
text fragments were prepared.

For plagiarism detection, a separate dataset was
constructed, it contains three categories of text frag-
ments:
1) Data subset DS21. Existing scientific articles,

dissertation works. We expect to find plagia-
rism in these documents because this informa-
tion already exists and it’s public. 134 text
fragments were prepared.
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Data subset DS22. Fragments of new texts 
which were not published yet. We expect not to 
find plagiarism in these fragments. 56 text 
fragments were prepared.

Data subset DS23. Text fragments generated by 
different versions of AI text generators. We 
expect not to find plagiarism in these frag-
ments. 31 text fragments were generated.

The analysis of API service outputs on various 
categories of text fragments reveals the occurrence of 
both Type I errors (false positives) and Type II errors 
(false negatives).

To prove the statistical significance of the results 
and justify that the selected number of fragments is 
sufficient for reliable conclusions, we will conduct a 
power analysis using the Cohen method [23, 24]. For 
its calculation we will use statsmodels.stats.power of 
the statsmodels Python package:

from statsmodels.stats.power \
import FTestAnovaPower
analysis = FTestAnovaPower()
k_groups = 3
n_per_group_large_75 = \
analysis.solve_power(effect_size=0.4, \
alpha=0.05, power=0.75, k_groups=3)
print(f"(f=0.4): {n_per_group_large_75:.1f}")

The calculated result is 57. When expecting a 
large effect, the sample is sufficient for the study be-
cause the power of subsets DS11, DS12, DS13 ex-
ceeds the obtained value.

4 RESULTS AND DISCUSSION

In this paper, we reviewed several API services that 
provide plagiarism checking and detection of text 
fragments built with the help of AI.

Turnitin is a well–known plagiarism detection ser-
vice but is not directly accessible to individual 
users [25]. Access to Turnitin requires an 
institutional li-cense. If a university or educational 
institution does not hold such a license, its 
lecturers and students cannot use the platform for 
originality checking or academic integrity purposes. 
Thus, there is a need to consider other tools for 
detecting plagiarism and AI–generated text.

An important requirement for such services is the 
availability of an API that allows them to be inte-
grated into the educational environment and a set of 
tools used by the teaching staff who evaluate students’ 
work.

The result of our work is an API which combines 
existing services, its main processes are shown in 
Figures 1 and 2.

During the research process we conducted an AI 
detection using each of the services for data subsets 
DS11 (results are shown in Table 1), DS12 
(Table 2) and DS13 (Table 3).

Table 1: Statistic results of AI detection services execution 
data subset DS11.

AI detection services Average Min Max
GptZero 76 62 100
OpenAI 76.2 75 80
Writer 3.3 2.0 5/0
CopyLeaks 91.6 81.2 100
Sapling 0.1 0.0 0.2
Grammarly 0.0 0.0 0.0
ZeroGPT 51.4 39.9 62.8
Undetectable.ai 87.5 87.5 87.5
EdenAI 52.7 41.1 70.0

Table 2: Statistic results of AI detection services execution
for data subset DS12.

AI detection services Average Min Max
GptZero 76.6 58.0 93.0
OpenAI 77.0 65.0 85.0
Writer 1.2 0.0 3.0
CopyLeaks 80.0 0.0 100.0
Sapling 0.0 0.0 0.0
Grammarly 0.0 0.0 0.0
ZeroGPT 46.0 42.0 48.0
Undetectable.ai 83.8 68.8 85.0
EdenAI 53.8 38.7 68.1

Table 3: Statistic results of AI detection services execution
for data subset DS13.

AI detection services Average Min Max
GptZero 74.6 62.0 98.0
OpenAI 39.5 15.0 57.5
Writer 2.3 0.0 4.0
CopyLeaks 0.0 0.0 0.0
Sapling 0.0 0.0 0.0
Grammarly 0.0 0.0 0.0
ZeroGPT 40.5 29.0 48.5
Undetectable.ai 10.5 0.0 31.3
EdenAI 48.8 43.0 62.4

Our testing shows that Grammarly, Sapling and
Writer do not allow detecting AI in text fragments.
Possible reasons could be unsupported languages,
specific subject areas of text fragments.

Results shown in Table 1 and 2 demonstrate that

2)

3)
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Figure 1: The process of initiating processing of a document uploaded by student.

differences between texts generated by GPT-4o and 
older versions of ChatGPT are not relevant.

GptZero, EdenAI results have a large number of 
false positives for papers which do not contain AI 
generated text. The best results are obtained using 
Undetectable.ai, there’s only 10.5% false positives 
here. Results given by OpenAI and ZeroGPT are 
worse, but also acceptable.

The main conclusion is that there’s no services 
which can be used as an automated tool for AI detec-
tion. The decision must be made by humans (lecturer 
which checks student work), AI detectors (or a com-
bination of them) can only act as an advising mecha-
nism.

In this paper we reviewed the following services 
for plagiarism detection: Eden AI [26], GPTZero 
[27], OpenAI [28], Grammarly [16, 29], 
ZeroGPT [30].

During the research processwe conducted a pla-
giarism detection using each of the services for data 
subsets DS21 (results are shown in Table 4), DS22 
(Table 5) and DS23 (Table 6).

Results show that almost all the services do not 
generate false positives, there are issues with Ope-
nAI only which tries to find sources even for original 
texts (Table 7). The same results were obtained 
for text fragments generated by AI – all services 
except-ing OpenAI found no plagiarism in them.

GptZero, Winston.ai and EdenAI results can be 
considered as good candidates for plagiarism detec-
tion because the percentages of errors are less than 
11% (Table 7). It saves time for lecturers who 
check student papers.

In addition, these technologies are developing at a 
rapid pace and in a short time the service that is most 
optimal may change. At the same time, the task that 
needs to be solved by the lecturer who evaluates the 
student’s work is quite stable. In most cases, infor-
mation about the percentage of plagiarism and 
AI–generated content is sufficient.

That is why we decided to create our API and in-
tegrate it into services which are used for communica-
tion between students and lecturers in the educational 
process. The service we are developing is an aggrega-
tor and wrapper over a number of external services de-
scribed above. Development stack is C#, ASP .NET.

An example of typical API that we use is EdenAI 
which provides a list of services, including Ai Detec-
tion and Plagia Detection [26].

AI Detection service is an aggregator of other ser-
vices, so it supports Originality AI [31], WinstonAI 
[32], Sapling [33]. It is possible to specify which 
3rd party services to use, it is important because 
the cost of operation depends on it. Response for 
each provider contains resulting ai score and a list 
of text fragments with ai score and prediction for 
each of them. A prediction is one of two values: 
“AI-generated” and “original”. For each provider re-
sponse may also contain original response from each 
provider.

Plagia Detection service supports 3rd party ser-
vices such as Originality AI and Sapling. Response 
for each provider consists of the resulting plagia score 
and a list of objects. Every object contains text and 
a list of candidates each consisting of url (where this 
fragment is placed), plagia score, prediction (“plagia-
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Figure 2: The flowchart of AI/plagiarism detection in a document uploaded by a student.

Table 4: Statistic results of plagiarism detection services execution for data subset DS21.

Plagiarism detection services Incorrect detections/errors Incorrect detections/errors, %
Grammarly 113.0 84.3
GptZero 16.0 11.9
OpenAI 57.0 42.5
Plagiarism detector.net 53.0 39.6
Winston.ai 24.0 17.9
Originality.ai 127.0 94.8
EdenAI 24.0 17.9

Table 5: Statistic results of plagiarism detection services execution for data subset DS22.

Plagiarism detection services Incorrect detections/errors Incorrect detections/errors, %
Grammarly 0.0 0.0
GptZero 0.0 0.0
OpenAI 11.0 19.6
Plagiarism detector.net 0.0 0.0
Winston.ai 0.0 0.0
Originality.ai 0.0 0.0
EdenAI 0.0 0.0
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Table 6: Statistic results of plagiarism detection services execution for data subset DS23.

Plagiarism detection services Incorrect detections/errors Incorrect detections/errors, %
Grammarly 0.0 0.0
GptZero 0.0 0.0
OpenAI 2.0 6.5
Plagiarism detector.net 0.0 0.0
Winston.ai 0.0 0.0
Originality.ai 0.0 0.0
EdenAI 0.0 0.0

Table 7: Statistic results of plagiarism detection services execution for all test cases.

Plagiarism detection Type 1 errors Type 2 errors Type 1 Type 2 Errors, %
services (false positives) (false negatives) errors, % errors, %
Grammarly 0.0 113.0 0.0 51.1 51.1
GptZero 0.0 16.0 0.0 7.2 7.2
OpenAI 13.0 57.0 5.9 25.8 31.7
Plagiarism detector.net 0.0 53.0 0.0 24.0 24.0
Winston.ai 0.0 24.0 0.0 10.9 10.9
Originality.ai 0.0 127.0 0.0 57.5 57.5
EdenAI 0.0 24.0 0.0 10.9 10.9

rized” or “original”) and plagiarized text.
Back to our API, the main endpoint is POST

/v1/document. It allows the uploading of a document
and starts a process of AI and plagiarism detection.
The figure 1 shows the process of initiating document
processing, it is triggered by a document submitted by
student.

As it was mentioned above it should be possible
to manage usage of external APIs – enable or disable
them, set API key etc. For the current version of API
we implemented this functionality based on applica-
tion settings. Below is an example of appsettings.json
fragment:

"AIDetection": {
"SuccesfulScore": 0.95,
"Undetectable.ai": {
"Enabled": true,
"ApiKey": "***"

},
"EdenAI": {

"Enabled": true,
"ApiKey": "***",
"Subservices": {

"OriginalityAI": {
"Enabled": true

},
"WinstonAI": {

"Enabled": false
},
"Sapling": {

"Enabled": true
}

}
},
...

},
"PlagiaDetection": {

"SuccesfulScore": 0.8,
// settings are similar to AIDetection section
},
"cacheSettings": {

"Enabled": true,
"ExpirationMinutes": 1440
}

It consists of 3 main sections: settings for AI detec-
tion, settings for plagiarism detection and cache set-
tings. In an example above Undetectable.ai, and Ede-
nAI (OriginalityAI and Sapling) APIs are used for AI
detection. Antipla and EdenAI/WinstonAI are dis-
abled in this configuration. SuccesfulScore = 0.95
means that 5% of paper is allowed to be detected as
AI generated content.

Caching of responses allows to save locally results
retrieved from external APIs. It allows to minimize
costs needed for paper processing. Let’s consider the
situation when a student submits a paper, but it con-
tains a high percentage of plagiarism. Some changes
are applied to the next version of a paper, but the ma-
jority of it remains the same. Caching allows us to
reuse results of processing from previous attempts. It
means that external API will be called only for new or
edited text fragments.

The flowchart of this process is shown on figure 2.
This flowchart is simplified and just shows the con-
cept. The real process is asynchronous, the initial
endpoint finishes its work after asynchronous calls of
external services. Responses from external services
trigger the second part of flow.

275 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



5 CONCLUSIONS 

In this paper, we reviewed the problem of plagiarism 

and AI detection in the educational process. 

Automation of this process allows lecturers to don't 

do routine work, but spend time on truly creative 

aspects. 

We analyzed existing services for plagiarism and 

AI detection and tested them on a number of 

documents grouped by certain criterias. Based on our 

testing we consider GptZero, Winston.ai and EdenAI 

as good candidates for plagiarism detection. There are 

no services which demonstrate ideal results for AI 

detection, but from our point of view it can be 

achieved by recommendation based on a combination 

of Undetectable, OpenAI and ZeroGPT with a final 

decision made by a human (lecturer). 

We developed an API that acts as an aggregator 

and wrapper for external APIs. A developed API can 

be integrated into tools and pipelines that are used for 

communication between students and lecturers. An 

API supports caching, it allows not to do additional 

calls retrieving the same data as on previous attempts. 

This API is configurable so it allows defining which 

services can be used. We provide a default config file 

based on the results of our testing, but it can be 

changed by a person who uses the API. 

The proposed system helps reduce the time spent 

by the lecturer on checking student work and 

simplifies the process as a whole. This system is a 

convenient tool for maintaining academic integrity by 

checking the originality of student work. 

Further research in this direction may focus on: 

▪ multi-user support (currently software supports

1 API key per platform);

▪ integrate with existing educational platforms;

▪ add UI components for visualization of

AI/plagiarism detection results.
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Abstract: This study delivers a comprehensive analysis of the global DevOps market, dissecting its growth trajectory, 

regional adoption variations, and salary dynamics as observed in 2024. Synthesizing data from recent industry 

surveys and market reports, the research evaluates the market's current valuation, forecasts projected growth 

rates, and identifies the key factors driving regional disparities in DevOps implementation. Beyond mere 

market metrics, this study delves into the intricacies of salary ranges for DevOps engineers worldwide, 

illuminating the significant impact of both market demand and regional economic conditions on compensation 

structures. Further enriching the analysis, the paper explores the demographic and firmographic characteristics 

of IT professionals, offering critical insights into the composition of the workforce, the distribution of roles 

within organizations, and the strategic implications for talent management. By integrating quantitative market 

data with qualitative insights into workforce demographics, this research aims to equip IT professionals, 

business leaders, and policy-makers with actionable intelligence, enabling them to effectively navigate the 

evolving DevOps environment and make informed strategic decisions that align with current and future 

market demands. This study not only highlights the current state of the DevOps market but also provides a 

forward-looking perspective, emphasizing the importance of adapting to the rapid changes in technology and 

workforce dynamics. 

1 INTRODUCTION 

The DevOps market has seen significant growth in 

recent years, driven by the increasing demand for 

faster software delivery, enhanced collaboration 

between development and operations teams [1], and 

the proliferation of cloud-native applications. As 

organizations undergo digital transformation, 

DevOps has become a key methodology for achieving 

agility, automation, and continuous integration and 

delivery [2]. Analysts predict [3] that this market will 

continue to expand, influenced by technological 

advancements in automation, artificial intelligence, 

and evolving enterprise needs. 

Despite the widespread global adoption of 

DevOps, there is a lack of consolidated data that 

thoroughly examines market dynamics, regional 

adoption patterns, and workforce compensation 

trends. This study aims to fill this gap by integrating 

diverse data sources to present a comprehensive 

overview of the DevOps domain as of 2024. The 

analysis combines market growth projections with 

regional adoption statistics and compensation 

insights, providing valuable perspectives for 

organizations and professionals engaged in DevOps. 

2 MARKET TRENDS AND SALARY 

INSIGHTS 

DevOps holds significant value as it streamlines the 

integration of development and operations, enhancing 

the speed, security, and efficiency of software 

development and delivery. It leverages automation 

and collaboration, crucial in managing increasingly 

complex IT infrastructures that blend physical, 
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virtual, and cloud environments [4]. By optimizing 

software deployment operations, DevOps enables 

organizations to achieve superior outcomes and 

continuous improvement. The demand for DevOps 

specialists steadily grows, and this trend is expected 

to continue. Alongside demand, the responsibilities of 

DevOps engineers expand [5]. To truly grasp its 

impact, one should examine global statistics and 

apply relevant mathematical and statistical methods. 

Reports on the DevOps market provide in-depth 

insights into market dynamics, technological 

advancements, and regional analyses, guiding 

businesses in aligning their strategies with current and 

future trends. 

2.1 Market Overview and Growth 
Projections 

In 2023, the global DevOps market was valued at 

$10.5 billion according to data [6, 7], and it is 

expected to grow at an estimated rate of 19.50-

21.20% during the forecast period, depending on the 

region (Fig. 1). The market is expected to grow from 

$10.45 billion in 2023 to $25.53 billion in 2028 and 

to $52.16 billion in 2032. North America is the largest 

DevOps market, accounting for 38.5% of the global 

market in 2023-2024.  

DevOps is becoming an increasingly popular 

approach in the IT industry. Companies that 

implement DevOps usually achieve better results, 

such as higher product quality, faster time to market, 

and lower costs. For example, it is the most popular 

process framework in IT organizations, with 49% of 

respondents using it. But when asked to name the 

biggest technical skills gap in their teams, 37% of IT 

leaders cited DevOps and DevSecOps [6]. 61% of 

organizations report that DevOps has improved the 

quality of their products, and they can invest 33% 

more time in infrastructure improvements. 

2.2 Regional Adoption Patterns 

The distribution of DevOps technology services 

reveals notable regional differences. In the United 

States, 61.21% of companies have adopted DevOps 

practices, compared to 8.77% in the UK and 6.8% in 

India [6]. Several factors contribute to these 

variations:  

Leadership in Technology. The United States, 

with its significant investment in IT infrastructure and 

advanced technology, leads in DevOps adoption. The 

country's market maturity and the presence of 

numerous tech giants and startups contribute to its 

high adoption rate. The widespread use of cloud 

services also drives the rapid implementation of 

DevOps in the US. 

The UK's Tech Ecosystem. Despite being smaller 

than the US, the UK boasts a strong technology 

sector, particularly in financial services, 

telecommunications, and e-commerce. The need to 

stay competitive in these industries fuels DevOps 

adoption, though on a smaller scale compared to the 

US. 

India's Growing Industry. India is experiencing 

rapid growth in its technology sector, with increasing 

adoption of DevOps driven by the expansion of 

software development and IT services companies. 

However, the lower adoption rate compared to the US 

reflects a more gradual transition from traditional 

methods to agile DevOps practices. 

Figure 1: DevOps market size by region, 2022-2032 (USD billion). 
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2.3 Devops Engineer Salaries 
Worldwide 

To provide a comprehensive understanding of 

DevOps engineer salaries worldwide, the following 

data outlines compensation levels across various 

countries. This information is based on recent surveys 

and industry reports, reflecting the diverse salary 

ranges for DevOps professionals in different regions. 

Detailed salary information in US dollars [8, 9, 10] is 

presented in Figure 2. 

Global Overview. According to a Stack Overflow 

survey, the average salary for DevOps engineers is 

approximately $80,158.50. For instance, in the UAE, 

the average annual salary for a DevOps engineer is 

$82,006, which translates to an hourly wage of 

$39.43. The salary range for a DevOps engineer in the 

UAE is around $56,547 [10].  

In the United States, there are 17,000 advertised 

DevOps engineer roles. The average salary for these 

positions is $109,300, with a typical range between 

$96,600 and $122,000. In Germany, the average 

annual salary for a DevOps engineer is $96,461, with 

a maximum salary potential of up to $115,555. In 

Poland, the average salary stands at $50,226. In the 

UK, the average salary for a DevOps engineer is 

$84,545, with a maximum salary of $101,274. 

Meanwhile, DevOps engineers in Australia earn an 

average salary of $98,795, surpassing the salary 

levels in the UK, Germany, and Canada [8, 10]. 

2.3.1 Factors Influencing Salary Disparities 

The rising demand for DevOps engineers has 

significantly impacted salaries in the tech industry. 

Due to the scarcity of professionals with the 

specialized skill set required for automating 

processes, optimizing CI/CD pipelines, and 

maintaining seamless IT operations, companies are 

offering higher compensation to attract and retain top 

talent. This trend is particularly evident in regions like 

the United States, where competition among 

employers has pushed salaries to higher brackets 

($96,600–$122,000). 

Salaries for DevOps engineers vary widely across 

different regions, reflecting local market conditions, 

economic factors, and industry demand [9]: 

▪ Europe: The salary range spans from $50,000 in

Poland to $96,461 in Germany, illustrating how

regional economic conditions and the presence

of multinational tech companies influence

compensation levels.

▪ Technology Hubs: Countries with advanced

technology sectors such as Germany, Australia,

and the United States tend to offer higher

salaries due to the concentration of tech firms

and startup ecosystems requiring DevOps

expertise.

▪ Cost of Living Adjustments: Salaries are also

adjusted to reflect the cost of living in a

particular region. For instance, while DevOps

salaries in Australia are higher than in Germany,

they align with Australia’s higher cost of living.

Figure 2: Average salaries for DevOps engineers worldwide. 

0
20000
40000
60000
80000
100000
120000
140000

98 795

81 801
90 202

84 834

50 273

85 876 85 663
76 684

25 463

96 461

66 090

84 499

129 486

50 225
56 409

122 710

82 006 80 885

109 300

The average salaries of DevOps engineers worldwide, 2024, $ US

281 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



2.3.2 Strategic Importance of DevOps Roles 

The role of DevOps engineers is becoming 

increasingly strategic as companies strive to enhance 

efficiency, reduce time-to-market, and improve IT 

system reliability [5]. As responsibilities expand, 

particularly in areas like cloud computing, security 

automation, and infrastructure as code (IaC), the 

value of DevOps professionals rises, further driving 

up salaries. 

Additionally, broader economic trends and 

advancements in technology - including the rise of 

AI-driven automation and containerized 

environments (e.g., Kubernetes, Docker) [11] - will 

sustain the strong demand for DevOps engineers, 

ensuring continued salary growth. 

2.3.3 Analysis of Employment Trends and 
Salaries 

Table 1 outlines projected employment and 

compensation trends in the DevOps industry for 

2024 [9]. It categorizes roles, team sizes, and revenue 

correlations, offering a granular view of salary 

expectations and organizational structures. 

Key insights from Table 1 reveal significant 

trends in job role distribution, team size, and salary 

correlations within the DevOps industry [9]. DevOps 

Engineers constitute only 2% of roles, indicating that 

while specialized DevOps professionals remain a 

niche group, they are in high demand due to their 

critical role in automation and IT operations. 

Leadership positions, such as Chief Information 

Officers (14%) and Chief Technology Officers 

(16%), dominate the job market, underscoring the 

strong influence and high salaries commanded by 

executive roles. Additionally, IT Managers (23%) 

and Directors of IT (21%) make up a substantial 

portion of the workforce, highlighting the increasing 

importance of managerial roles in tech-driven 

organizations. 

The correlation between team size and salary 

structures further emphasizes organizational 

dynamics. Smaller teams, typically with fewer than 

10 employees, generate less than $1 million in 

revenue, whereas companies with over 10,000 

employees significantly contribute to multi-billion-

dollar revenues. Engineering team size also plays a 

crucial role in salary trends, as larger teams tend to 

offer higher pay scales due to bigger budgets and 

strategic priorities. 

Revenue brackets provide additional insights into 

salary distribution. Companies generating between 

$500 million and $1 billion in revenue house the 

largest proportion of DevOps professionals, 

suggesting that mid-to-large enterprises prioritize 

DevOps investments for scalability and efficiency. 

Interestingly, organizations earning over $10 billion 

employ fewer DevOps engineers, which may indicate 

a shift toward automation and cloud-based solutions, 

reducing the need for additional hires. These insights 

demonstrate how company size, revenue, and 

leadership structures collectively shape the demand 

and compensation for DevOps professionals. 

Table 1: Roles and pay scale of DevOps developers in 2024. 

Category Indicator 
Value/ 

Percentage 

Roles 

DevOps Engineer 2% 

Senior Developer 1% 

Team Leader of 

Application 

Engineering 

1% 

Build/Automation 

Manager 
1% 

Director of Developer 

Tools 
2% 

CIO 14% 

CTO 16% 

IT Manager 23% 

IT Ops Manager 2% 

Director of IT 21% 

Architect 1% 

Other 14% 

Number of 

Employees 

101–249 8% 

250–499 12% 

500–1,000 24% 

1,001–4,999 30% 

5,000–9,999 11% 

10,000+ 14% 

Revenue ($) 

$0–$5 million 3% 

$5.1–$10 million 7% 

$10.1–$25 million 8% 

$25.1–$50 million 8% 

$50.1–$100 million 11% 

$100.1–$250 million 9% 

$250.1–$500 million 9% 

$500.1–$1 million 19% 

$1.1–$5 billion 13% 

$5.1–$10 billion 5% 

$10.1 billion + 6% 

Don’t know 2% 

Engineering 

Team Size 

Less than 10 6% 

11–20 employees 16% 

21–50 employees 24% 

51–100 employees 24% 

101+ employees 29% 

The increasing demand for DevOps engineers, 

combined with evolving industry needs, is driving 
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salaries upward. Organizations with larger revenue 

streams and larger team sizes tend to offer more 

competitive salaries, while the adoption of 

automation and cloud computing continues to shape 

job roles and compensation trends. Future projections 

indicate sustained demand for DevOps expertise, 

ensuring that these professionals remain highly 

valued in IT [5]. 

2.4 Demographic and Firmographic 
Analysis of it Professionals 

The study [9] presents a detailed analysis of the 

demographic and firmographic characteristics of IT 

professionals based on survey data (Table 2). The 

demographic overview reveals that a substantial 

majority of respondents are male, accounting for 72% 

of the sample, while females represent 28%. Age 

distribution indicates that the predominant age group 

is 35-44 years, comprising 46% of the respondents, 

followed by those aged 25-34 years, who make up 

27%. Geographically, the majority of participants are 

from the Northeast region of the country. These 

demographic insights are crucial for understanding 

the workforce composition and can inform 

organizational strategies and workforce planning. 

In terms of firmographics, the analysis highlights 

the distribution of job titles within the surveyed 

organizations. The data, presented through a bar 

graph, shows that Chief Technology Officers (CTOs) 

represent 13% of the respondents, while Directors 

constitute 30% and Managers/Team Leads make up 

39%. Notably, 77% of respondents are engaged in 

both building and operating applications. Further 

examination through a pie chart reveals that 15% 

focus exclusively on building applications, 8% on 

operating applications, and the remaining 77% are 

involved in both activities. This distribution of 

responsibilities provides a nuanced view of the roles 

within IT departments. 

Finally, the departmental roles analysis indicates 

that an overwhelming 90% of participants are 

employed within IT departments, with the remaining 

10% engaged in Software Development & 

Programming roles. This distribution underscores the 

significant concentration of IT professionals within 

IT departments and highlights the specific 

responsibilities related to technology management 

and development. The insights derived from this data 

are invaluable for researchers and practitioners 

seeking to understand organizational structures, 

departmental functions, and the distribution of 

technology-related roles in contemporary settings. 

Table 2: DevOps statistics of demographics and 

monitoring. 

Category Subcategory Percentage 

Gender 
Male 72% 

Female 28% 

Age 

18-24 2% 

25-34 24% 

35-44 47% 

45-54 19% 

55-64 7% 

65 or older 1% 

Region 

Northeast 24% 

South 18% 

Midwest 33% 

West 25% 

Level 

Chief Executive 

Officer 
4% 

Chief Information 

Officer 
8% 

Chief Technology 

Officer 
13% 

President 1% 

Vice President 3% 

Director 31% 

Manager/Team Lead 39% 

Title 

Architect 1% 

Director of DevOps 1% 

Senior Software 

Developer 
4% 

DevOps Engineer 1% 

Team Leader of 

Application 
1% 

Director of IT 30% 

IT Manager 40% 

IT Ops Manager 3% 

Manager, Operations 

and Release 
1% 

CTO 6% 

Devops 

responsibility 

Building apps 15% 

Operating apps 17% 

Both 66% 

Other 1% 

Department 

IT 90% 

Software 

Development 
10% 

Analysis of Table 2 indicates several key trends in 

IT workforce demographics and roles. Gender 

representation reveals a 72% male dominance, 

consistent with industry norms, while the 28% female 

representation suggests a positive shift toward 

diversity, likely driven by corporate inclusion 

initiatives. The age group distribution highlights that 

47% of professionals are aged 35-44, underscoring 

the industry's reliance on mid-career experts with 

substantial experience. Regional trends show that 
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33% of IT professionals are based in the Midwest, 

signaling the rise of emerging tech hubs beyond 

traditional coastal centers, possibly due to lower 

living costs and growing tech investments. 

Leadership representation is also notable, with 39% 

of respondents in Manager/Team Lead roles and 31% 

in Director positions, indicating strong career 

progression opportunities in the sector. DevOps 

responsibilities are broadly distributed, with 66% of 

professionals involved in both building and operating 

applications, reflecting the widespread adoption of 

continuous integration and deployment practices. 

Finally, the overwhelming presence of IT 

professionals (90%) within IT departments, rather 

than software development, emphasizes the crucial 

role of IT operations in infrastructure management, 

cloud services, and cybersecurity across 

organizations. 

3 CONCLUSIONS 

The DevOps market continues to expand, driven by 

the growing need for automation, agility, and 

seamless collaboration in software development and 

IT operations. The analysis of market trends, salary 

insights, and regional adoption patterns highlights the 

increasing strategic importance of DevOps in modern 

enterprises. Companies leveraging DevOps 

methodologies report significant benefits, including 

faster time-to-market, enhanced software quality, and 

cost efficiency. However, regional disparities in 

adoption and skill shortages remain key challenges 

that organizations must address to fully capitalize on 

DevOps capabilities. 

As AI-driven automation reshapes DevOps, new 

methodologies such as GitOps and AI-based DevOps 

optimization will redefine industry practices. 

Companies that proactively adopt these innovations 

will gain a competitive edge, streamlining 

development cycles and improving software 

reliability. The continued integration of AI and cloud-

native solutions will solidify DevOps as an essential 

component of modern IT infrastructures, ensuring 

sustained demand for skilled professionals in the 

field. 

This research provides valuable insights for a 

diverse audience, including DevOps engineers, IT 

managers, HR professionals, and business leaders 

seeking to optimize their IT strategies. Understanding 

current trends and future projections will enable 

organizations to make informed decisions regarding 

talent acquisition, technological investments, and 

operational improvements. The continued integration 

of artificial intelligence and cloud-based solutions 

will further solidify DevOps as a crucial component 

of modern IT infrastructures [11], ensuring a steady 

demand for skilled professionals in this field.  
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Abstract: The article highlights the issues of modern marketing-oriented business response to new challenges associated 
with the rapid development of information and digital technologies and digitalization of the population. The 
purpose of the article is to highlight the results of researchers' approaches to understanding and content of 
digital marketing, reviewing its modern tools, trends, and prospects. Comparative, institutional, systemic, and 
structural-functional methods are used to conduct the research. The theoretical aspects of the application of 
marketing tools and the history of the emergence of digital marketing are briefly highlighted, the differences 
between traditional and digital marketing are identified. The researchers' approaches to understanding the 
content of digital marketing, its components, and its tools are reviewed. The key characteristics of digital 
marketing are identified. The main digital marketing tools that are currently used are described. Modern trends 
in their application are given. The possibilities of further development and prospects for the application of 
digital marketing tools in the near and more distant future are identified. It is emphasized that traditional 
marketing management support tools and marketing implementation tools are naturally transforming and 
becoming digital. It was concluded that modern businesses adapt to the digital environment and actively use 
digital marketing tools to meet the demands, maintain competitiveness, and achieve success.

1 INTRODUCTION 

According to the Global Overview Report “Digital 

2024”, the world’s population has grown to 8.08 

billion, with 5.35 billion individuals (66.2% of the 

population) using the internet, 5.61 billion (69.4% of 

the population) unique mobile phone subscribers, and 

5.04 billion (62.3% of the population) social media 

user identities. The data indicates that internet 

penetration continues to rise, now exceeding 25% in 

most of the world’s regions [1]. Rapid development 

of the internet, information technologies, and 

digitalization of the population leads to new 

challenges in conducting business and marketing.  

Nowadays, the economy is experiencing a rapid 

digitalization, which creates favorable conditions for 

increasing company efficiency and better identifying 

and satisfying consumer needs. Today, business and 

marketing must operate in a digital environment and 

apply digital tools to be competitive and successful. 

2 TRADITIONAL AND DIGITAL 

MARKETING 

Since the mid-20th century, a marketing concept has 

been the leading concept in business management and 

organization. Marketing encompasses the processes 

of research, creation, promotion, and distribution of 

goods and services aimed at meeting consumer needs 

and achieving business goals. It involves market 

analysis, target audience identification, competitive 

strategy development, demand generation, and 

customer relationship management.  

Marketing utilizes tools to gather external market 

information, analyze it, and apply it to justify 

business decisions and actively influence consumer 

needs and market conditions through marketing 

instruments. 

The scientific systematization of marketing tools 

began in the first half of the 20th century with the 
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introduction of the so-called “prescriptive approach”, 

where the seller was seen as a marketing program 

manager capable of integrating all its components 

into a marketing mix. The marketing mix, in general 

terms, is a set of marketing tools used by a company 

to influence its target market and achieve a desired 

response. Traditionally, the marketing mix consists of 

four key elements: product, price, place (distribution), 

and promotion. Alternative models of the marketing 

mix, such as 7P, 4C, SIVA, and SAVE, also exist, but 

the tools used within them remain largely consistent 

with the classical model. 

Marketing tools can be categorized into two 

groups: marketing management support tools, 

including market research, and marketing 

information systems, and implementation tools, 

including covering product, pricing, distribution, and 

communication strategies. These tools are selected 

and applied within the framework of the company’s 

marketing mix strategy [2].  

Traditional marketing is a set of classical methods 

for promoting goods and services without the 

involvement of digital technologies. The emergence 

of digital marketing was a natural consequence of the 

development of the internet and digital technologies, 

which fundamentally changed the way brands interact 

with consumers. In the 1990s, with the advent of the 

first websites and search engines, businesses began 

utilizing the online space to promote their products 

and services. The development of information and 

digital technologies further expanded possibilities for 

analytics, automation, and the digitalization of 

marketing processes. Today, businesses strive to 

balance conventional marketing efforts with data-

driven strategies in the digital era to maintain 

personalized, relevant, and customer-centric 

experiences. 

Today, companies aim to balance conventional 

marketing efforts and the power of data in the digital 

era to maintain a customized, relevant, and customer-

centric customer experience [3]. A changing 

consumer behavior has become a significant driver of 

the transition from traditional to digital marketing. 

People actively use the internet for information 

searches, shopping, and brand interactions, pushing 

companies to adapt their marketing strategies. 

The development of digital marketing aims to 

strengthen the communication channels of traditional 

marketing [4]. While both traditional and digital 

marketing serve the same fundamental purpose, they 

have significant differences (Table 1). 

Digital marketing overcomes certain limitations 

inherent in traditional marketing. Traditional 

marketing is typically more expensive, more complex 

in measuring effectiveness, less interactive and 

flexible, has limited customer interaction capabilities, 

and offers a less personalized approach. It operates in 

a one-way mode, restricting opportunities for 

feedback and rapid adaptation to changes. 

Advertising campaigns usually have longer 

implementation cycles, are planned and executed 

over extended periods, and are difficult and costly to 

modify. In contrast, digital marketing is not merely an 

updated version of traditional marketing but 

represents a new stage in its evolution, based on the 

use of digital data, technologies, and two-way 

communication. This leads to its increasing 

popularity and application. 

Table 1: Traditional Marketing versus Digital Marketing. 

Traditional Marketing Digital Marketing 

Expensive, time-

consuming, and labor-

intensive 

Generally cheaper and 

faster 

Results are difficult to 

measure 

Results can be tracked 

easily and quickly 

Limited audience reach Broad audience reach 

Weak interaction with 

consumers 

High engagement with 

consumers 

One-way communication Two-way communication 

Limited personalization High-level 

personalization 

Difficult to maintain 

24/7/365 interaction 

Enables continuous 

24/7/365 engagement 

Limited customer 

involvement due to the 

use of traditional 

technologies 

High customer 

engagement through 

diverse digital tools 

Marketing campaigns 

require long-term 

planning and are costly to 

adjust 

Campaigns can be 

modified quickly and 

cost-effectively 

Weak ability to go viral Strong ability to go viral 

Declining usage Growing adoption and 

popularity 

3 DIGITAL MARKETING 

TOOLS: LITERATURE 

REVIEW 

In specialized literature on digital marketing, there is 

no unified perspective regarding its tools. 

Makrides, Vrontis, and Christofi (2019) equate 

digital marketing with advertising in digital 

channels [5], however, this interpretation is rather 

narrow, since digital marketing and its tools extend 

beyond advertising. 

288 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



Gupta (2020) describes digital marketing as a 

general term for various advertising methods used to 

reach customers in the digital environment, 

highlighting tactics such as website marketing, search 

engine optimization, pay-per-click advertising, e-

mail marketing, social media marketing, affiliate 

marketing, mobile marketing, video marketing, and 

content marketing [6]. Although Gupta (2020) 

focuses on advertising methods in digital marketing, 

his list includes tools that are not strictly advertising-

based. 

David, Adepoju, and Akinyomi (2022) argue that 

digital marketing involves the marketing and 

promotion of products or services through 

technological tools available on the internet, as well 

as brand, service, and product promotion via various 

online media [7]. Saleh (2020) notes that digital 

marketing, also known as online marketing, 

encompasses the use of the internet to advertise and 

promote goods and services [8]. Similarly, Salhab 

(2024) fairly emphasizes that digital marketing 

includes a broad range of marketing activities that go 

beyond online marketing [9]. 

Pașcalău, Popescu, Bîrlădeanu, and Gigauri 

(2024) consider that digital marketing is not just 

advertising; today, the term “digital marketing” has 

changed and expanded from referring only to the 

promotion of goods and services through digital 

channels to referring to the use of digital technologies 

to increase sales by attracting new customers and 

satisfying their preferences [10]. 

Antczak (2024), Bermeo-Giraldo, Valencia-

Arias, Ramos de Rosas, Benjumea-Arias, and 

Villanueva Calderón (2022), consider two different 

ways of marketing in modern business: digital 

marketing and social media [11, 12]. Digital 

marketing uses tools such as e-mail, social media, 

website design, and online advertising to reach 

customers and interact with them. In turn, social 

media marketing uses social media platforms [6]. The 

authors distinguish digital marketing tools and social 

media marketing. In our opinion, this distinction is 

rather conditional, since social media marketing uses 

digital marketing tools in social media channels [6].  

Schaefer and Hetman (2019) describe digital 

marketing tools as “channels to reach consumers” and 

define internet marketing, mobile phone marketing, 

social media marketing, display advertising, search 

engine marketing, and other forms of digital media as 

key digital marketing tools [13]. 

Chattopadhyay (2020) defines digital marketing 

as a set of various strategies and communication 

channels with customers, encompassing all marketing 

activities that use the internet or electronic devices 

(such as search engine optimization, content 

marketing, social media marketing, and mobile 

marketing) [14]. 

Sundaram, Sharma, and Shakya (2020) note that 

digital marketing encompasses various channels and 

techniques, such as search engine optimization, pay-

per-click advertising, e-mail marketing, social media 

marketing and mobile marketing [15]. 

Polydoros (2022) emphasizes that digital 

marketing uses a variety of strategies to achieve the 

best results for a business in the field of marketing 

and advertising. The techniques of digital marketing 

are as follows: marketing using electronic mail (e-

mail marketing), affiliate marketing, viral marketing, 

search engine marketing, social media marketing, 

mobile marketing (m-marketing) etc. [4]. 

Munna, and Shaikh (2023) evaluate different tools 

and techniques of digital marketing, categorizing 

them as search engine optimization, pay-per-click, 

social media marketing, content marketing, e-mail 

marketing, influencer marketing, website 

optimization, mobile marketing, video marketing, 

marketing automation, analytics and data-driven 

insights, customer relationship management systems 

[16]. 

Bermeo-Giraldo, Valencia-Arias, Ramos de 

Rosas, Benjumea-Arias, and Villanueva Calderón 

(2022), along with Coman, Popica, and Rezeanu 

(2020), Amjad (2022) rightly point out that digital 

marketing relies on the use of data and analytics to 

understand consumer behavior and preferences. 

Digital marketing offers a wide range of tools and 

channels for reaching and interacting with consumers, 

which allows companies to build stronger 

relationships with their customers while driving 

growth and profitability [12, 17, 18]. Therefore, it is 

reasonable to expand the list of digital marketing 

tools to include these additional instruments. 

Umadevi and Sundar (2023) examined digital 

marketing tools in e-commerce and determined that 

they encompass a variety of technologies and 

strategies that companies use to improve their online 

presence, engage with their target audience, and drive 

sales. The authors identified digital marketing tools 

as search engine optimization, social media 

marketing, e-mail marketing, content marketing, pay-

per-click advertising, influencer marketing, analytics 

and data insights, chatbots and AI-powered customer 

service, mobile marketing, retargeting, and 

remarketing [19]. 

Dykha, Ustik, Krasovska, Pilevych, Shatska, and 

Iankovets (2022) identified social media marketing, 

search engine optimization, contextual and banner 

advertising, communication marketing, blogging, 
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video marketing, remarketing, and event marketing as 

the most proven and successful digital marketing 

tools in e-commerce [20]. 

Joshi, Com, and Phill (2022) define digital 

marketing as a general term for marketing products or 

services using digital technologies, primarily on the 

internet, but also including mobile phones, display 

advertising and another digital medium. The authors 

also include social media marketing, pay-per-click 

and search engine marketing, e-mail marketing, 

marketing automation, inbound marketing, affiliate 

marketing, website marketing, content 

marketing [21]. 

The review allows us to highlight key 

characteristics that, if present, let us consider 

marketing as “digital marketing”: two-way 

communication via the internet and any other 

electronic digital tools; implementation in the digital 

environment through digital channels and using tools 

to engage consumers to the online environment from 

offline one; utilization of marketing digital data, 

methods, technologies, techniques, and tools;

application of marketing digital strategies, tactics, 

and activities. 

The classification of digital marketing methods, 

technologies, techniques, tools, strategies, tactics, and 

activities requires further study and improvement. 

4 OVERVIEW OF DIGITAL 

MARKETING TOOLS 

The digital marketing tools presented in this article 

were selected based on their prevalence in modern 

scientific and specialized literature, their 

effectiveness for business, which is confirmed by 

academic studies considered in the literature review, 

as well as industry reports (Statista, HubSpot) that 

reflect key trends in their application. The main ones 

are represented below.  

Search Engine Optimization (SEO). It aims to 

improve the visibility of a website in search engine 

results. The main goal is to increase organic traffic by 

optimizing content, technical aspects of the site, and 

external factors, which allows the site to occupy 

higher positions in search, increase traffic, and 

increase brand awareness without spending on paid 

advertising. 

In 2024, the average website has a bounce rate of 

37% and an SEO click-through rate of 13% [22]. 

Social Media Marketing (SMM). It focuses on 

using social networks to promote the brand, attract an 

audience, and increase sales. The main goal is to 

create interesting, useful and visually attractive 

content that promotes interaction with subscribers, 

increases brand awareness and stimulates consumer 

loyalty. Through targeted advertising, organic 

promotion, and analytics, companies can effectively 

reach their target audience and manage their 

reputation in real time. 

Digital Advertising. It is online advertising that 

uses digital platforms and technologies to promote 

products, services, or brands. It includes banner 

advertising, search advertising, contextual 

advertising, video advertising, social media 

advertising, and e-mail advertising. 

In 2024, 31% of the audience paid attention to 

advertising on social networks. Social media 

advertising spending increased by 15% to $247 

billion. 17% of users made purchases through social 

networks [1]. 

Website Marketing. It focuses on promoting a 

company, brand, or product through its own website 

in order to attract visitors, increase conversions, and 

improve the user experience.  

A successful example is the strategy of Airbnb 

(airbnb.com). Their website is an example of an 

effective combination of user experience, 

personalization, and marketing tools. 

Mobile Marketing. It focuses on interacting with 

consumers via mobile devices (smartphones, tablets) 

and includes SMS and MMS mailings, push 

notifications, mobile applications, advertising on 

social networks, responsive websites, wi-fi 

marketing, geotargeting, use of NFC, QR codes, and 

voice assistants. 

Mobile advertising spending is projected to reach 

nearly $400 billion by 2024 [23].  

E-mail Marketing. It includes sending 

commercial offers, newsletters, personalized 

promotions, trigger letters, and automated campaigns. 

E-mail marketing allows brands to build long-term

relationships with consumers by providing them with

useful and targeted content that can drive repeat

purchases, increase loyalty and engagement.

Email marketing revenue is expected to exceed 

$9.5 billion by 2024. More than a half of marketers 

surveyed reported a 100% improvement in the return 

on investments (ROI) from their email marketing 

campaigns [24]. 

Content Marketing. It focuses on creating, 

distributing, and promoting valuable, relevant, and 

useful content to attract and retain a target audience. 

In 2024, 29% of marketers actively used content 

marketing [22].  

Retargeting and Remarketing. They aim to return 

users who have previously interacted with the brand 
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but did not take a targeted action (such as a purchase, 

registration or inquiry). Used to remind about 

products or services through advertising or e-mail 

campaigns. Retargeting is usually implemented 

through banner or contextual advertising, 

remarketing is more often used in the form of e-mail 

newsletters with personalized offers. 

Inbound Marketing. It aims to attract potential 

customers through the creation of valuable and 

relevant content, rather than through aggressive 

advertising or pushy sales. The main idea is to help 

consumers discover the brand themselves by offering 

them useful information, educational content, and 

solutions to their problems. This is achieved through 

content marketing, SEO, social media, blogging, 

webinars, e-mail marketing, and marketing 

automation. 

Inbound Marketing is a strategy developed by 

HubSpot, which pioneered this approach. It engages 

potential customers with a wealth of useful, free 

content like blogs, eBooks, webinars, online courses, 

and tools (like free CRMs or template generators) that 

address the needs of your target audience. 

Video Marketing. The main types of video 

marketing include commercials, educational videos, 

product reviews, live streams, webinars, video stories 

(stories), content from influencers and viral videos. 

In 2024, 89% of companies used video as a 

marketing tool. 95% of video marketers consider 

video as an important part of their overall 

strategy [25]. 

Influencer Marketing. It involves brands working 

with thought leaders (influencers) to promote 

products or services to their audience. Influencers can 

be bloggers, celebrities, experts in a certain niche, or 

popular personalities on social networks. 

In 2024, the market for influencer marketing grew 

to $24 billion. 68% of marketers collaborated with 

niche influencers (less than 100.000 followers) due to 

the higher loyalty of their audience [26]. 

Affiliate Marketing. It involves cooperation 

between a company (advertiser) and partners 

(affiliates) who promote its products or services and 

receive a commission for each successful conversion 

(purchase, subscription, click, etc.). Affiliates use 

various marketing channels, such as blogs, social 

networks, e-mail newsletters, channels, advertising, 

and specialized websites to attract potential 

customers. The models related to affiliate marketing 

are the following: cost per action, cost per sale, 

revenue sharing, cost per thousand or cost per view, 

cost per install. 

Booking.com is an example of successful digital 

affiliate marketing. It has implemented a large-scale 

affiliate program that allows website owners, travel 

bloggers, travel agencies, and other partners to earn 

commissions on bookings made through their affiliate 

links or widgets. 

Communication Marketing. Communication in 

digital marketing involves using social media 

messaging tools, chatbots, e-mail, SMS, MMS, and 

even business voice messaging [20]. A successful 

example of communication marketing is Nike’s 

campaign in the Nike Training Club App and across 

social media. During the COVID-19 pandemic, Nike 

opened up free access to premium content in the App, 

and also actively communicated with the audience via 

Instagram, YouTube, and used push notifications, 

supporting users’ motivation to exercise at home. 

Digital Event Marketing. This approach includes 

planning, promoting, and hosting online events to 

attract audiences, enhance brand awareness, and 

generate leads. Digital events include webinars, 

online conferences, virtual exhibitions, 

masterclasses, panel discussions, and live streams 

conducted on online platforms. These events allow 

businesses to interact with a global audience without 

geographical restrictions, increasing participant 

engagement through interactive elements such as 

chats, polls, and Q&A sessions. 

16% of marketers plan to try experiential 

marketing this year, while many others are increasing 

their event budgets or trying to get more out of their 

event marketing strategies [22]. 

Marketing Analytics and Data Insights 

Instruments. These tools facilitate the collection, 

analysis, and interpretation of user behavior data in 

digital environments to optimize marketing 

strategies. Using web analytics platforms, social 

media analytics tools, CRM systems, and other data 

platforms, companies gain insights into traffic, 

conversions, content engagement, lead sources, and 

the effectiveness of advertising campaigns. This 

enables marketers to track trends, understand 

audience needs, and make data-driven decisions to 

improve campaign performance. 

ASUS has successfully used marketing analytics 

tools such as Improvado to analyze data from various 

channels, saving 90 hours per week on data-related 

tasks and achieving up to 30% optimization of 

marketing spend [27]. 

The use of Big Data allows businesses to automate 

the analysis of vast datasets, identify hidden patterns, 

and predict the effectiveness of future marketing 

actions. Big Data technologies have laid the 

foundation for personalization systems, which are 

now widely applied across nearly all industries [28]. 
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Artificial Intelligence and Machine Learning (AI, 

ML). These technologies are used in digital 

marketing to analyze large volumes of data, predict 

user behavior, and automate processes. With artificial 

intelligence, marketers can personalize content, 

optimize advertising, automate customer interactions, 

and enhance the user experience. Some of the most 

common applications of AI and ML in marketing 

include chatbots, voice assistants, dynamic content, 

automated audience segmentation, predictive 

analytics, and image recognition. The use of AI and 

ML in marketing enables companies to work more 

efficiently, respond quickly to market changes, and 

increase consumer engagement. Thus, Amazon uses 

Amazon Personalize and Amazon Bedrock to analyze 

customer behavior and create personalized product 

recommendations, which significantly increases 

engagement and sales. 

Marketing Automation. This involves the use of 

specialized software and technologies to automate 

marketing processes, helping companies interact 

more effectively with their audience, reduce manual 

labor, and improve productivity. Automation covers 

processes such as e-mail marketing, lead generation, 

audience segmentation, social media management, 

personalized offers, and user behavior analysis. 

Popular digital platforms allow businesses to create 

complex automated sales funnels and trigger-based 

campaigns that launch based on user actions. 

One of successful examples is the use of the 

Salesforce Marketing Cloud platform by Coca-Cola, 

which implements personalized marketing campaigns 

in real time, focusing on consumer behavior, their 

geolocation, and previous interactions with the brand. 

The list of digital marketing tools provided here is 

not exhaustive and continues to expand as technology 

advances.  

5 DIGITAL MARKETING 

TRENDS AND PERSPECTIVES 

Today, more than 69.4% of the world’s population 

uses mobile devices, and since the beginning of 2023, 

their number has increased by 138 million (+2.5%). 

Over 66% of people use the internet, with 97 million 

new internet users (+1.8%) added in 2023 alone. 

Meanwhile, the total number of social media users 

increased by 266 million (+5.6%). More users are 

turning to the internet and social media for product 

and brand research, purchasing, and gathering 

information about goods and services [1]. Businesses 

and marketing professionals cannot afford to ignore 

these digitalization trends. Most recognize the need to 

enhance their analytical and communication efforts in 

the digital space.  

Maintaining competitiveness and business 

success in digital marketing today is driven by trends 

that are currently associated with the growing 

capabilities of artificial intelligence in data analytics 

and marketing execution, the continuing competition 

among social media platforms for consumer attention 

and success metrics, the advancement of search 

engine optimization techniques and paid digital 

advertising models, and the development of new 

digital marketing strategies and tactics [29].  

Key modern instrumental trends in digital 

marketing include AI-driven personalization, voice 

search optimization, video marketing evolution, 

influencer marketing maturity, privacy-focused 

advertising, interactive content, sustainability and 

ethical marketing, omnichannel marketing 

integration, social commerce expansion, and content 

experience. 

The future growth and application of digital 

marketing tools should be assessed in the context of 

technological, economic, and socio-cultural 

developments.  

From a technical and technological perspective, 

the advancement of digital marketing depends on 

three key components, particularly, the state of 

information technology development, the evolution 

of digital technologies and hardware. 

The development of digital marketing is 

impossible without technological progress. 

Information technology is the foundation of digital 

marketing, as it enables the processing, storage, 

analysis, and transmission of data necessary for 

effective marketing management. Digital 

technologies define the formats, channels, and tools 

of digital marketing, while hardware advancements 

determine its speed, quality, and scale. More 

powerful processors, graphic cards, and mobile 

devices allow for the processing of large data 

volumes, support high-quality video content, AR/VR, 

3D animation, and interactive web applications. With 

the advancement of smartphones, IoT (Internet of 

Things), and mobile devices (smartwatches, VR 

glasses), marketers gain new touchpoints with their 

audience, enabling more precise targeting and 

personalized advertising. Information technologies 

facilitate data collection and analysis, digital 

technologies open new communication channels, and 

hardware innovations make marketing campaigns 

more interactive, engaging, and accessible to 

consumers. 
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From an economic perspective, digital marketing 

continues to lower entry barriers for businesses, 

giving small and medium enterprises access to global 

markets while increasing competition and the demand 

for effective marketing strategies. In the future, 

digital technologies will continue transforming 

economic models. 

The rise of digital marketing has profoundly 

changed society, making communication between 

companies and consumers more interactive, 

personalized, and accessible. However, the digital 

divide between different social groups and issues of 

data privacy remain critical challenges that need to be 

addressed in the future. 

The globalization of digital marketing has opened 

up new opportunities for companies to enter 

international markets, but at the same time it requires 

a deeper understanding of the cultural characteristics 

of different regions. Adaptation of content, 

consideration of cultural differences, local traditions, 

and ethical standards are becoming critical factors in 

a successful marketing strategy. 

Therefore, the overall development and 

application of digital marketing tools will continue to 

depend on the directions of development of society, 

science, and economy.  

6 CONCLUSIONS 

Our consumer society is becoming much more 

digitalized. The rapid development of digital 

technologies enhances the efficiency of companies, 

allowing them to analyze and meet consumer needs 

more effectively. Modern businesses adapt to the 

digital environment and actively use digital 

marketing tools to satisfy demands, maintain 

competitiveness, and achieve success. Traditional 

marketing management support tools and marketing 

implementation tools are naturally transforming and 

becoming digital. 

Digital marketing is not merely a modernized 

version of traditional marketing. It represents a 

qualitatively new stage in its evolution, based on the 

use of digital technologies, data analysis, and 

interactive communication with consumers. The 

classification of methods, technologies, techniques, 

tools, approaches, strategies, and tactics in digital 

marketing requires further research and refinement, 

considering its continuous expansion and adaptation 

to digital technology advancements and changes in 

consumer behavior. 

This study conducted a comparative analysis of 

traditional and digital marketing, identified key 

characteristics of digital marketing, systematized 

digital marketing tools, and analyzed trends and 

prospects for its development. All this as well as the 

identification of gaps in the classification of digital 

marketing tools will allow the academic community 

to develop a clearer systematization, which will 

contribute to the standardization and comparability of 

research in this field. 

The further development and future prospects of 

digital marketing tools should be examined in the 

context of improving digital analytics, interactivity, 

and two-way communication. Their evolution can 

only be predicted by considering the specifics and 

dynamics of technical, economic, and socio-cultural 

progress. 
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Abstract: In modern conditions, the strategic task of logistics management of companies is to form an appropriate 

customer relationship management system that is able to quickly respond to crisis situations, risks, threats, 

transformation of the business environment, as well as flexibly adapt to unstable demand and constant 

changes in customer needs and preferences. In this regard, it is advisable to introduce qualitatively new 

management and customer-oriented approaches, smart technologies, customer experience management 

methods, digital marketing tools, and digital innovations. At the same time, in recent years, the use of 

artificial intelligence as the most influential digital innovation in customer relationship management has 

played a significant role. Therefore, the purpose of this article is to identify the relationship between 

artificial intelligence and customer relationship management by characterizing the evolution of key patterns 

of scientific publications on this problem. To achieve the goal, a relevant sample of scientific articles was 

formed based on identifying periods of publication activity and bibliometric analysis of keyword 

coincidences to identify promising areas of research in this area. The formed sample of publications for the 

study includes 797 documents indexed by the database Scopus for the period 2001-2024. Bibliometric 

analysis and visualization of its results were carried out using the VOSviewer software product. Based on 

visualization maps, seven clusters were identified and characterized by the content coincidence of keywords 

in publications and five stages of evolutionary development of the customer relationship management 

system using artificial intelligence. Based on the analysis of empirical data, an exponential growth in the 

number of publications on the selected issues was confirmed (the annual increase in the number of scientific 

papers on this topic is 15.3%). The results of the analysis can be used in further research to substantiate and 

develop a strategy for the digital transformation of the customer relationship management system. 

1 INTRODUCTION 

In the era of digitalization and automation of 

business models and processes, the issues of 

information support for the customer relationship 

management system are becoming increasingly 

relevant. This is due to the digital transition in the 

logistics management of companies [1] due to 

changes in the needs, preferences, demand and 

behaviour of consumers. In this regard, there is an 

urgent need to find and apply innovative approaches, 

smart and intelligent systems [2], customer-oriented 

customer relationship management technologies [3], 

methods and tools of digital marketing. 

As stated in the Zendesk Report [4], customer 

loyalty can contribute to business success due to 

increased fierce competition and economic 

uncertainty and instability. Therefore, improving the 

quality of customer service stimulates loyalty. Thus, 

74% of customers are loyal to a particular brand or 

company. 

A 2024 study of various aspects of digital 

customer interactions by CMSWire (the world’s 

leading community of digital customer experience 
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professionals) [5] found that 81% of respondents 

consider digital customer service to be a business 

priority and the most important tool for companies. 

According to Gartner [6], 91% of companies plan to 

develop artificial intelligence to manage 

relationships with consumers in the future.  

According to surveys by IBM Corporation [7], 

35% of companies are already using artificial 

intelligence technologies in business. Another 42% 

of enterprises are exploring the possibilities of their 

implementation. Today, 28% of companies are 

implementing a holistic artificial intelligence 

development strategy, while 25% have a strategy 

that focuses only on limited or specific areas of 

activity. According to Statista [8], the global market 

for artificial intelligence in marketing was 

15.8 billion dollars in 2021. It is predicted that by 

2028, this figure will increase by 6.8 times to 

107.5 billion dollars [8]. 

According to research, in recent years, artificial 

intelligence tools have been embedded in the digital 

marketing landscape. More than 80% of digital 

marketing experts say they integrate some form of 

artificial intelligence technology into their online 

marketing activities [8]. 

According to Statista [9], artificial intelligence 

was used in 2024 to manage customer experience in 

the following areas: open feedback analysis (50% of 

respondents); content creation (50%); machine 

learning and predictive analytics (26.6%); consumer 

behaviour forecasting (21.4% of respondents). 

In a study conducted by AIPRM Corporation 

[10], artificial intelligence is most often used in 

business for customer service (56% of companies 

surveyed). 

A survey conducted in 2024 identified the 

biggest obstacles for companies around the world in 

using artificial intelligence to serve customers. For 

example, over 40% of respondents emphasize the 

lack of experience to implement this tool and the 

need to obtain specialized knowledge. However, 

some organizations (23%) show resistance to 

adopting this technology and changing their 

processes [11]. 

Therefore, the issues of digital transformation of 

the customer relationship management system are 

extremely relevant and timely and require in-depth 

scientific research and development. 

Given the above, it is relevant and necessary to 

analyze the impact of artificial intelligence on 

customer relationship management using a 

bibliometric approach. 

2 LITERATURE REVIEW 

In the scientific and educational community, the 

business environment, there is a steady attention to 

the issues of customer relationship management, 

which is due to the constant development of the 

process of providing logistics services in the 

direction of ensuring customer requirements in 

receiving orders, on the one hand, and profit from 

managing logistics activities, on the other. 

Analysis of the scientific literature indicates a 

variety of approaches of scientists to defining the 

essence and content of the concept of “customer 

relationship management”. Scientists use different 

concepts, namely: “customer orientation”, “customer 

centricity”, “customer-oriented approach”, 

“customer focus”, “logistics service”, “loyalty”, 

“consumer service”, “customer interaction”, 

“customer involvement”, “customer engagement”, 

“customer experience”, “customer experience 

management”, etc. That is, there are many 

interpretations of these terms, which are based on 

various scientific concepts, theories and provisions. 

In recent years, many foreign scientists 

(R. Abduljabbar et al. [12]; P. B. Acharjee et al. 

[13]; S. Chatterjee et al. [14]; S. Chatterjee & 

R. Chaudhuri [15]; Y. Fu, G. Guo & T. S. Huang

[16]; K. Krishnareddy et al. [17]; V. Kumar et al.

[18]; D. Ozay et al. [19] and others) have been

investigating the issue of integrating artificial

intelligence into the customer relationship

management system. This, according to researchers,

will provide transformative opportunities for

improving customer interaction and increasing work

efficiency.

Thus, many scientific publications indicate the 

interest of scientists in studying various aspects of 

customer relationship management as an important 

component of logistics management of companies. 

However, despite a wide range of research on the 

given topic, theoretical issues regarding customer 

relationship management in accordance with the 

challenges associated with the digital transformation 

of logistics management and the rapid use of 

artificial intelligence remain insufficiently studied. 

Therefore, the purpose of the article is to identify 

the relationship between artificial intelligence and 

customer relationship management by characterizing 

the evolution of key patterns of scientific 

publications on this problem. 
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3 METHODOLOGY 

The theoretical and methodological basis of the 

study is the provisions of the theories of systems, 

information society, network economy, digital 

economy; concepts of logistics and marketing 

management, customer relationship management. 

The information base of the study is analytical 

materials from CMSWire, Gartner, IBM 

Corporation, Statista, Zendesk, which highlight the 

results of surveys and statistical analysis on the 

problems of the impact of artificial intelligence on 

customer relationship management. 

It is worth noting that today many methods have 

been developed for assessing the digital 

transformation of business processes of companies 

of various industries, one of the components of 

which is customer-centricity (customer experience, 

digital logistics service, omnichannel, digital 

marketing and communications). Such methods 

include: the Deloitte digital maturity model; the 

digital transformation index (Arthur D. Little 

agency); the digital maturity index of enterprises; 

Digital Piano model (Global Centre for Digital 

Business Transformation initiated by IMD and 

Cisco); Digital Transformation Change Index 

proposed by Ionology. 

The following general scientific methods were 

used in the research process: analysis and synthesis, 

expert survey, bibliometric analysis, comparison, 

classification, system approach, structural-logical 

generalization. 

The study selected bibliometric analysis as a 

method that reveals the connection between artificial 

intelligence and customer relationship management. 

This type of analysis is based on mathematical graph 

theory, clustering methods, and scientific 

visualization, which makes it widely applicable in 

various fields of science [20]. 

Based on the structuring of a large volume of 

metadata of scientific publications, bibliometric 

analysis allows us to identify the essence of the 

subject area and its conceptual foundations and to 

substantiate the evolution of the research area [20]. 

The research methodology included the following 

main stages: data collection and analysis, selection 

of a visualization tool, graphical representation of 

the identified relationships, and interpretation of the 

results. 

This was implemented using the VOSviewer 

v.1.6.19 software product. The functionality of this

program involves creating keyword visualization

maps based on compatibility data, maps of authors

or countries based on the number of citations,

etc. [21]. In addition, network visualization maps in 

VOSviewer are displayed in several ways (for 

example, by content criterion, by publication period) 

[20]. 

An important stage of bibliometric analysis, 

which ensures its quality, is the selection of a data 

source and the formation of a relevant sample of 

publications. The Scopus database was chosen as a 

data source due to the breadth of its coverage of 

such subject areas as computer science; business, 

management and accounting; decision sciences; 

economics, econometrics and finance; social 

sciences, etc. To form the data sample, the 

chronology of the release of 839 publications for the 

search query “Artificial Intelligence” (or AI) and 

“Customer Relationship Management” (or CRM) for 

the years 1989-2025 was first determined, and then 

the period of publication activity of the research 

topic, namely from 2001 to 2024. The key categories 

for selecting scientific publications were the title, 

abstract and keywords for them. Thus, the studied 

sample of publications included 797 works that met 

the above criteria, published in the period 2001-2024 

and indexed by the Scopus database. 

4 RESULTS 

A quantitative analysis of the formed sample of 

research papers showed an exponential growth of 

research in the context of the relationship between 

artificial intelligence and customer relationship 

management during the period 2001-2024 (Fig. 1). 

At the same time, it can be assumed that by the end 

of 2025 there will also be a trend of significant 

growth in the number of publications on this topic 

compared to the previous year. On average, the 

annual growth of publications is 15.3%. 

As the analysis shows, the following keywords 

are mostly used in publications: Artificial 

Intelligence (487 documents), Customer 

Relationship Management (208), Public Relations 

(205), Sales (197), Information Management (85), 

Customer Satisfaction (83), Machine Learning (78), 

Decision Making (78), Decision Support Systems 

(70), CRM (60), Learning Systems (55), Customer 

Experience (37), Big Data (37), Supply Chain 

Management (36), Marketing (34), Electronic 

Commerce (32), AI (31), Customer Relationship 

Management Systems (30 documents) etc. 

In addition, it is appropriate to quantitatively 

analyse publications from the perspective of 

countries of origin. The size of the circle on the 
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visualization map (Fig. 2) is proportional to the 

volume of publications indexed in the Scopus 

database, and the colour of the circle corresponds to 

the average number of citations of scientific works. 

For example, the largest number of publications 

belongs to authors affiliated with Indian institutions 

and organizations (176 documents of the studied 

sample), the second place in this parameter is 

occupied by scientists from the USA (111), the third 

– from China (101), the fourth – from the UK (47),

and the fifth place belongs to representatives from

France (35 documents). However, the overwhelming

number of publications of representatives of India

and China is inferior to the USA, the UK and France

in terms of the level of citations. Thus, each article

of scientists from the USA, the UK and France is

cited on average 25 times, which is more than twice

the value of this parameter for researchers from

India (on average 15 times) and China (12 times).

The highest citation rates are among scientists from

Finland, Denmark, and Cyprus, with each

publication cited in other authors’ works an average

of 42 times.

Key publications that publish papers on the topic 

of customer relationship management using artificial 

intelligence technologies include: Lecture Notes In 

Computer Science Including Subseries Lecture 

Notes In Artificial Intelligence And Lecture Notes In 

Bioinformatics (31 documents); Lecture Notes In 

Networks And Systems (17); Communications In 

Computer And Information Science (15); Advances 

In Intelligent Systems And Computing (9); Ceur 

Workshop Proceedings (9 documents). 

The main organizations involved in solving the 

selected problem are: Indian Institute of Technology 

Kharagpur (19 documents); Amity University (14); 

Symbiosis International Deemed University (10); 

The Hong Kong Polytechnic University (8); Indian 

Institute of Management Mumbai (8); University of 

Nicosia (8); Chinese Academy of Sciences (6); 

K L Deemed to be University (6); Indian Institute of 

Management Ranchi (6); CNRS Centre National de 

la Recherche Scientifique (5 documents). 

By type of documents, the works can be ranked 

as follows: 1st place is taken by Conference Paper 

(350 documents or 41.7% of the total number of 

publications on the selected research topic); 2nd 

place – Article (311 or 37.1%); 3rd place – Book 

Chapter (92 or 11%); 4th place – Conference 

Review (37 or 4.4%); 5th place – Review (21 or 

2.5%); 6th place – Book (18 documents or 2.1% of 

the total number of publications). 

Mostly scientific works that consider the impact 

of artificial intelligence and customer relationship 

management are published in the following fields of 

knowledge: Computer Science (521 documents or 

29.8% of the total number of publications on this 

topic); Business, Management and Accounting 

(260 or 14.9%); Engineering (246 or 14.1%); 

Decision Sciences (143 or 8.2%); Mathematics 

(137 or 7.8%); Economics, Econometrics and 

Finance (106 or 6.1%); Social Sciences (79 or 

4.5%). This indicates that the research topic is 

interdisciplinary and multifaceted. 

   The main sponsors that finance scientific 

publications on the selected topics include the 

following: National Natural Science Foundation of 

China (21 documents); European Commission (8); 

Ministry of Science and Technology of the People's 

Republic of China (8); Fundamental Research Funds 

for the Central Universities (6); Horizon 2020 

Framework Programme (5); Ministry of Education 

(5); National Key Research and Development 

Program of China (5); National Research 

Foundation of Korea (5); UK Research and 

Innovation (5 documents) etc.     

Based on the results of the analysis of the 

coincidences and closeness of the relationship 

between the keywords of the selected sample of 

publications, network visualization maps were 

constructed (Fig. 3 and Fig. 4), and 7 clusters on the 

research topic were identified and characterized 

(Fig. 3). The first cluster (red, Fig. 3) contains the 

largest number of terms (namely 17 items), among 

which the following can be mentioned: “artificial 

intelligence”, “customer relations”, “digital 

transformation”, “digitalization”, “cloud 

computing”, “Industry 4.0”, “management”, “supply 

chain management”. It is worth noting the keyword 

“artificial intelligence”, the frequency of its co-use 

in the studied sample is 487, and the strength of the 

connection is 2943. 

The second cluster (12 items, green, Fig. 3) 

combines such terms as “AI”, “blockchain”, 

“customer relationship management”, “e-

commerce”, “personalization”, “predictive 

analytics”, “customer experience”, “customer 

engagement”. In this cluster, the keyword “customer 

relationship management” has the highest frequency 

– the ratio is 208, while the strength of the

association is 1631.
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Figure 1: Dynamics of publications on artificial intelligence and customer relationship management for 2001-2024. 

Figure 2: Countries of origin of publications on artificial intelligence and customer relationship management. 
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Figure 3: Visualization map of the bibliometric analysis of publications devoted to the application of artificial intelligence 

for customer relationship management (content aspect). 

Figure 4: Visualization map of the bibliometric analysis of publications devoted to the application of artificial intelligence 

for customer relationship management (evolutionary and temporal aspects). 
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The third cluster (11 items, blue, Fig. 3) 

describes the connection between artificial 

intelligence and customer relationship management 

with the following terms: “consumer behaviour”, 

“loyalty”, “trust”, “machine learning”, “risk 

management”. The main key term in this cluster is 

“machine learning”, the frequency of its co-use in 

the studied sample of scientific publications is 79, 

and the strength of the association is 569. 

The fourth cluster (10 elements, yellow, Fig. 3) 

is associated with the following categories: “CRM”, 

“business analytics”, “artificial network”, “decision-

making”. The keyword “CRM” has the highest 

frequency of co-use – 61, while the strength of the 

association is 372. 

The fifth cluster (8 elements, purple, Fig. 3) 

covers the following categories: “clustering”, 

“classification”, “customer segmentation”, “digital 

marketing” and others. The frequency of co-use of 

the main keyword “clustering” in this cluster is 9, 

and the strength of the association is 65. 

The sixth cluster (7 elements, turquoise, Fig. 3) 

is associated with the concepts of customer service, 

information technology, Big Data, Internet of 

Things. The seventh cluster (6 categories, orange 

colour, Fig. 3) includes such concepts as marketing, 

customer satisfaction, service quality, chatbots, etc. 

Thus, based on the constructed terminological 

map of categories and the highlighted most 

significant keywords related to issues of artificial 

intelligence in customer relationship management, it 

can be argued about the multidimensionality and 

cross-dependence of the studied areas, since there 

are numerous connections between the terms, as 

well as their high prevalence in research. 

According to the results of bibliometric analysis 

in the evolutionary and temporal dimensions, it can 

be stated that in the development of scientific 

research related to customer relationship 

management using artificial intelligence tools, five 

most significant stages can be distinguished (Fig. 4). 

The first stage of development was observed 

until 2016, when most publications considered 

general issues of forming networks and decision 

support systems using data analysis technologies. 

In the second stage, which lasted from 2016 to 

2018, the focus of scientists' research shifted to the 

terms “customer relationship management”, “supply 

chain management”, “information technologies”. 

From 2018 to 2020, that is, at the third of the 

selected stages, the dominant key terms were 

“machine learning”, “customer segmentation”, 

“consumer behaviour”, “risk management”, 

“business analytics”, “e-commerce”. 

The fourth stage (from 2020 to 2022) is 

characterized by the predominance of the terms 

“artificial intelligence”, “Big Data”, “cloud 

computing”, “customer satisfaction”, “chatbots”, 

“Internet of Things”. 

The last, fifth stage began from 2022 to 2024. 

According to the results of its analysis, it can be 

stated that the main terms in the study were: “digital 

transformation”, “blockchain”, “technology”, 

“customer experience”, “customer engagement”, 

“predictive analytics”, “digital marketing”, 

“ChatGPT” and others. 

Thus, summing up the above, we can trace the 

change in emphasis in scientific publications, caused 

by the development and improvement of information 

technologies from the already traditional ones: 

“Internet”, “software”, “information systems”, 

widespread at the first – third stages (Fig. 4) to the 

increasing importance of artificial intelligence tools 

at the fourth – fifth stages. The widespread use of 

modern technologies has led to the emergence of 

new phenomena and areas of scientific research, 

such as “digital marketing”, “e-commerce”, 

“customer experience”, etc., which determines the 

importance of simultaneously studying the subject 

area in the context of digital transformations. 

5 CONCLUSIONS 

Based on the purpose and results of the study, we 

can conclude that there is a high level of closeness 

between the concepts of “artificial intelligence” and 

“customer relationship management”. Thus, 

empirical data showed an exponential growth of 

research in the context of the relationship between 

artificial intelligence and customer relationship 

management (the annual increase in publications on 

this topic is 15.3%). It can be assumed that, in 

accordance with the dialectical law, the accumulated 

quantitative changes will turn into qualitative ones, 

which will lead to the complementarity and mutual 

stimulation of these factors. 

This article performs a bibliometric analysis of 

key aspects of scientific publications on the 

application of artificial intelligence technologies to 

improve the efficiency of customer relationship 

management. Using the VOSviewer software, 

network visualization maps of keyword matches of 

publications indexed by the international 

301 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



scientometric database Scopus from 2001 to 2024 

were created. 

According to the semantic correspondence of the 

keywords of the studied sample, seven clusters were 

identified and described, and the presence of five 

most significant stages of the development of 

scientific research dedicated to the transformation of 

customer relationship management systems using 

artificial intelligence was established.  

A comprehensive analysis of the identified 

research areas showed that the introduction of 

artificial intelligence, tools, methods and 

technologies of digital marketing are strategic at the 

international level for improving the customer 

relationship management system. The widespread 

use of modern digital technologies, one of which is 

artificial intelligence, leads to the emergence of 

fundamentally new areas of scientific research, 

which determines the importance of simultaneously 

studying the subject area in the context of global 

digital changes. 

Thus, the results of the study will allow us to 

obtain a holistic view of the current state and 

prospects for the transformation of the customer 

relationship management system, which can 

contribute to the formation of a more effective 

marketing strategy and sales policy of enterprises of 

various industries. 

The practical significance of the study results lies 

in the fact that they can be used in substantiating and 

developing a strategy for the digital transformation 

of the customer relationship management system. 

This will become the direction of further scientific 

research. 
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Abstract: The article was prepared within the framework of the practical project of AL-7823051642 
“econometric modeling and forecasting of demand for insurance services in Uzbekistan on the 
basis of socio-economic and demographic factors” performed at the National University of 
Uzbekistan named after Mirzo Ulugbek.In this paper, the authors analyze the formation of life 
insurance in Uzbekistan, the ongoing reform of the insurance market of the republic, and ways of 
accelerating its development. It also looks at the development of higher-demand life insurance 
services. The paper examines the main drivers of insurance industry modernization, innovative 
product lines, regulatory modernization, and the importance of new digital technologies for 
increasing availability and quality of insurance services. The main risks in the activities of life 
insurance companies in Uzbekistan are insufficient literacy rate of society, frequent changes in 
laws and regulatory documents regulating the insurance industry in Uzbekistan, increased prices 
for raw materials and services of insurance companies, the presence of high financial, natural 
disasters and environmental risks in Uzbekistan,. it was found to be technology-related risks. In 
order to study the development of the insurance market in Uzbekistan, the relationship between 
GDP, inflation and demand for insurance services in the country was analyzed. According to him, 
an increase in GDP develops the insurance market, increases demand and volume. Inflation, on the 
other hand, increases risks in the insurance market, assuming a balance between premiums and 
payments. The results intended for calling attention to strategic ways how to increase the strength 
of the insurance sector, to support the economic stability and to increase insurance awareness of 
life insurance in Uzbekistan. 

1 INTRODUCTION 

The progress of the insurance industry is a key 

element of the financial system, which in turn affects 

macroeconomic stability as well as the long-term 

growth of the economy [1]. As nations pursue 

economic resilience in the face of global 

uncertainties, the role of insurance in risk 

management, savings mobilization, and social 

protection has never been greater. New research 

underscores the relevance of novel insurance 

products and the role of trust in consumers in 

sustaining mature markets, as well as in promoting 

financial inclusion [2]. In this regard, emerging 

economies such as Uzbekistan must address the issue 

of developing their insurance markets in line with 

global requirements and the ever-changing conditions 

of today’s technology. 

In Uzbekistan, aligning the insurance market with 

international best practices and fostering long-term 

sectorial growth requires reforming insurance and 

providing new services that meet the needs of the 

population [3]. The continued restructuring of the 

economy, together with the policy of liberalization 

and development of financial institutions, provides an 

enabling environment for the insurance industry to 

contribute to economic stability. The sector’s growth 

is further supported by improved socio-economic 

education levels and the need to enhance risk 

absorption capacity. 

Studies have shown that adopting modern 

technologies, such as digital platforms and fintech 

solutions, improves service delivery, access, 

transparency, and operational efficiency [4]. Digital 
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transformation not only lowers operational costs but 

also extends insurance products to underserved and 

rural areas, promoting financial inclusion. 

Additionally, big data analytics and AI enhance risk 

assessment accuracy, personalize products, and 

expedite claim payments, all critical for market 

development. 

Further, promoting public vigilance and 

expanding regulatory frameworks are key to 

maintaining market stability and competitiveness [5]. 

Positive regulation fosters investment, innovation, 

and consumer protection. In Uzbekistan, applying 

internationally recognized regulatory standards will 

build consumer trust and stimulate foreign investment 

in the sector. Regulatory bodies and insurers must 

also enhance their capacities to address emerging 

challenges and technological advancements. 

Combining global best practices with local 

economic realities will help create a dynamic and 

resilient insurance market in Uzbekistan, ultimately 

enhancing financial inclusion and economic 

resilience [6]. As the industry evolves, it will play a 

central role in risk-sharing, social safety nets, and 

wealth generation, supporting broader goals like 

poverty alleviation and sustainable development. 

2 MATERIALS AND METHODS 

AND RELEVANCE OF STUDY 

Emergent or unexpected incidents when extra 

financial resources are needed to meet a need; like 

medical treatment, funeral expenses, buying a house, 

or replacement of revenue when breadwinner has 

gone, any of these situations is an inseparable part of 

the day-today life of an individual in the present-day 

world. [1] states that listed above situations becomes 

a trouble for families with low living standards and 

lack of financial preparedness typical for the 

countries with developing economics. 

Notwithstanding, the significance level of the GDP 

per capita of a country in development of the 

insurance market is one the highest among other 

indicators. As a country's GDP per capita rises, 

people tend to have more disposable income and a 

greater need for financial protection against various 

risks. This can translate into higher demand for life, 

health, property, and other insurance products [7]. 

Moreover, developed countries' economies 

demonstrate that the most superior form of protection 

for families' financial stability is a life insurance 

policy. Life insurance contributes to long-term 

financial protection, minimizes risks associated with 

unforeseen events and grantees an opportunity for 

wealth accumulation, with a system of savings and 

investment part of insurance products [8]. Market 

share of insurance sector in many developed countries 

accounts for 4-6% of GDP, which indicates the 

critical role that industry plays in social protection 

and economic safety systems. 

2.1 Methodology 

The pervious and the presented study is of complex 

nature involving the technique of quantitative and 

qualitative analysis of the development potential of 

life insurance in Uzbekistan [9]. The resulting 

quantitative methods are in: statistical study of 

official statistics provided by the National Bank and 

the Insurance Association of Uzbekistan; regression 

modeling; correlation analysis identification of 

factors affecting insurance penetration and quality of 

service. Intermediate Qualitative techniques, 

Intermediate techniques include interviews with 

experts, benchmarking against international 

practices, all of which help form a holistic picture of 

the sector's status and potential for growth. The main 

regression analysis is based on OLS regression model 

in Stata, where we are considering insurance 

percentage out of GDP amount as a dependent 

variable and main independent variable is GDP and 

control variables are inflation rate and investment 

amount. 

2.2 Relevance and Rationale 

The importance of the study depends on continuous 

increase of the role of life insurance both in social and 

economic security. Amidst changing demographics 

and evolving socio-economic dynamics, there is 

increasing need for pioneering, cost-effective and 

dependable insurance solutions. In addition, the 

adoption of international standards and best practices, 

and technological innovations are needed to enhance 

efficiency in the sector and to build greater 

confidence in the public. 

Distinguishing the clear causal relationship 

between all our variables we need to extract the 

context of global economic difficulties (especially the 

consequences of the COVID-19 pandemic, 

inflationary pressures, and demographic changes), 

considering the present situation and determining the 

strategic ways of development of the life insurance in 

Uzbekistan is of particular importance. Thus, the 

regression analysis includes the database for the time 

period from 2020 to 2024. This study is expected to 

provide policy enabling recommendations to 
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policymakers, industries, consumers for enhancing 

sector growth, financial inclusion and social 

protection. 

3 DETAILED ANALYSIS OF THE 

PECULIARITIES OF THE 

MODERN TENDENCIES OF 

THE DEVELOPMENT AND 

PROSPECTS OF THE UZBEK 

INSURANCE MARKET 

3.1 The Structure of Markets, 
Capitalization and Segmentation 

As shown in Table 1, the insurance market in 

Uzbekistan has been growing steadily in recent years, 

and the life insurance segment experienced dramatic 

ups and downs due mainly to legislative changes, 

macroeconomic factors and market forces. At the 

end of 2023, 38 insurance companies were registered, 

7 of which were exclusively focused on life 

insurance, estimated at up to 22% of total industry 

capital [10]. That’s a market that is still in the 

development phase, with a small and possibly high-

growth portion. 

The data in Table 1 clearly demonstrates that 

despite the insurance sector's total capital growing 

almost 22.6% between 2023 and 2024, the life 

insurance sub-segment has seen a significant 

reduction in its contribution, one that came 

predominantly with legislative reform that ended the 

tax advantage of life policies funded voluntarily. 

Accordingly, at the end of 2024 the ratio of life 

insurance over aggregate capital had declined from 

24% in 2022 to 3% in 2024, denoting a move in the 

wrong direction. 

3.2 Volume and Sectoral Dynamics 

The trends presented in Table 2 show that the 

aggregate sum of insurance premia in 2024 amounted 

to 9.8 trillion sums or 21.2% more than the previous 

year. The decrease in the life insurance sphere is 

especially dramatic: premiums on voluntary life 

insurance sank by 11.2% to 0.29 trillion sums in 2024 

compared to 0.3 trillion sums in 2023 [10]. This 

decrease is directly tied to the legal changes and law 

reforms in 2023-2024 [11]. 

The precipitous decrease in life insurance 

segment values reveals weaknesses in the current 

policy regime and market trust. Once tax subsidies 

ended in April 2023, consumer interest plummeted, 

aggravated by macroeconomic volatility, inflation 

orders of magnitude higher than in Japan, and 

currency devaluation [1, 2, 3]. 

3.3 Macroeconomic Constraints 

The industry has a number of macroeconomic 

challenges that it must face to preserve its growth 

potential. High inflation, which rose by more than 

15% in 2022, undercuts the purchasing power of 

consumers, and weakens demand for voluntary 

coverage [10]. Currency devaluation – and 

specifically the devaluation of the Uzbek sum – 

causes [insurers with obligations in that currency to 

have] increased liabilities, therefore increasing the 

risk of insolvency, and lowers investor confidence". 

The analysis in Table 3 reveals that at the same 

time, sluggishness of domestic investment and price 

volatility in the global commodities market 

(particularly the energy commodities) present 

additional uncertainties [6]. In conjunction with 

political instability and policy, these macroeconomic 

forces impact the stability and long-term health of the 

insurance sector. 

At the microeconomic level, insurers experience a 

set of internal barriers that make them unable to 

successfully invest, including mis-estimation of the 

risks, absence of technical infrastructure, and low 

awareness among the public [4]. Advanced analytics 

continues to be absent (and much needed) in many 

insurance companies, which makes it difficult to 

accurately assess and price risk. Also, consumer 

awareness in this area is low as much of the 

population are unaware of the advantages of life 

insurance, causing limited geographical reach [12]. 

3.4 Results of Regression Analysis 

According to the three models it is preferable to 

consider that GDP is the one of the most important 

variables with the perfect significance level where the 

p-value is equal to 0.009. Moreover, the first model

demonstrates the reverse relationship between the

variables insurance and inflation as the coefficient

and t-value have the minus sign. This result towards

relationship between inflation rate and insurance

level is explained by the tendency of citizens to keep

their money for the basic needs while the value of the

national currency drops in international market [3].

Furthermore, this phenomenon decreases the level of

trust in national currency and the demand for

insurance expenses fades into the secondary needs,
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which is obvious for the developing countries 

economy. 

As shown in Table 4, the R-squared of all three 

models shows perfect reliability with the reality 

remaining all other factors are constant and stable. 

However, the models two and three show less 

significance level with p-values of gdp and 

investment equal to 0.756; 0.125 and 0.040 

respectively. 

Tests for autocorrelation, heteroscedasticity and 

multicollinearity showed that none of these problems 

are present in dataset used for regression analysis [9]. 

To assess and address autocorrelation, 

heteroscedasticity, and multicollinearity in regression 

analysis, several tests are used. Autocorrelation is 

tested  using  the   Durbin-Watson  test   or   Breusch- 

Table 1: Market composition and capital dynamics (2020–2024). 

Year Number of Insurance 

Companies 

Total Capital 

(trillion sums) 

Life Insurance Capital 

(trillion sums) 

Share of Life Insurance in 

Total Capital (%) 

2020 40 1.4 0.3 10.5 

2021 42 1.6 0.7 18.5 

2022 41 1.9 1.5 24.0 

2023 38 2.3 0.3 4 

2024 33 2,9 0,2 3 

Table 2: Sectoral premiums and growth rates (2020–2024). 

Indicator 2020 2021 2022 2023 2024 Change in 2024 (%) 

Total premiums (trillion sums) 1.9 3.0 4.7 7.7 9.5 +22.6

Premiums from life insurance (trillion sums) 0.3 0.7 1.5 0.3 0.29 -11.2

Share of life insurance premiums in total (%) 15.8 23.3 31.9 3.9 3 — 

Table 3: Key macroeconomic risks affecting the sector (2020–2024). 

Risk Factor 2020 2021 2022 2023 2024 Impact on Insurance Sector 

Inflation Rate 13 % 10.9 % 11.4 % 17.3% 9.6% 

Reduces consumer 

purchasing power, limits 

premium affordability 

Currency 

Exchange 

Rate 

1 USD = 

10000-

10500 sums 

1 USD = 

10500-

11000 sums 

1 USD = 

11000-

11500 sums 

1 USD = 

11500-

12000 sums 

1 USD = 

12000-

12900 sums 

Increases liabilities for 

foreign currency obligations 

Investment 

Levels 

2.87 % of 

GDP 

3.28 % of 

GDP 

3.27 % of 

GDP 

2.36 % of 

GDP 

10.3 % of 

GDP 

Low investment hampers 

product innovation and 

sector expansion 

Raw Material 

Prices 
Volatile Volatile Volatile Volatile Volatile 

Affects macroeconomic 

stability and sector 

confidence 

Table 4. Regression analysis results of insurance market development factors. 

v1 v2 v3 v4 

(1) (2) (3) 

VARIABLES Model 1 Model 2 Model 3 

gdp (GDP in mln UZS) 0.001*** 0.000 0.003 

(0.0000) (0.0008) (0.0013) 

invest (investment percentage) 0.597*** 1.217** 

(0.0063) (0.2524) 

inf (inflation level in percent) -0.270***

(0.0024) 

Constant 4.319*** -2.413 5.047*** 

(0.0627) (1.5736) (0.8314) 

Observations 5 5 5 

R-squared 1.000 0.968 0.599 
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Godfrey test, while the Breusch-Pagan test and visual 

inspection of residuals are common methods for 

detecting heteroscedasticity. Multicollinearity is 

identified using Variance Inflation Factor (VIF) tests 

or by examining correlation matrices. 

3.5 Strategic Focus and Policy 
Recommendations 

Uzbekistan needs a multifaceted approach to 

revitalize and speed up development in this sector. 

According to the Decree of the President of the 

Republic of Uzbekistan PP No. 5265 dated October 

23, 2021 "On additional measures for the 

digitalization of the insurance market and the 

development of the life insurance sector" [10], 

provides 50% decrease of tax rates for life insurers 

within 2022–2025 which is a move forward. But more 

is needed, including: 

Strengthening the existing and new legislative and 

regulatory framework to ensure transparency and 

trust towards the consumer [13]. 

▪ Launching digital platforms and new

distribution channels to widen reach [4].

▪ Promoting the positive aspects of life

insurance by creating financial literacy

programs for the public [2].

▪ Rebalancing macroeconomic policies to 

stabilize inflation and exchange rate 

movements [3].

▪ Strengthening partnership with FALIA and

OLICD to share best practices and develop

professionals [8].

4 DETAILED RESEARCH OF 

STRATEGIC DIRECTIONS THE 

LIFE INSURANCE ON 

UZBEKISTAN 

DEVELOPMENT: THE BASIS 

OF THE STABLE SECTOR 

4.1 Aims and Evidence for Priorities 

Taking into account the comprehensive study of the 

industry, expert opinions, and the best international 

experience, the following strategic areas are 

considered important for the sustainable development 

and stability of the life insurance market in 

Uzbekistan. The priorities serve to address current 

difficulties, tackle opportunities, and build robustness 

against international economic variances. 

4.2 Strengthening the Financial 
Cognition of the Population 

Boosting the financial literacy of the population and 

insurance awareness are also essential to the increase 

in the use of services. Higher financial literacy is 

positively related to making decisions in favor of the 

use of insurance services and making more informed 

financial decisions or create better risk management 

[14]. Propagating both at the school-level in curricula 

and courses in higher education across the nation, and 

in the public through initiatives such as mobile 

applications and online courses, opens awareness on 

a massive scale, particularly for younger 

generations. The theory of financial resilience [15] 

suggests that, by increasing financial literacy, 

information asymmetry is reduced, the efficiency of 

the market is improved, and consumer confidence is 

strengthened, eventually leading to faster sector 

growth. 

4.3 Theoretical and Practical Aspects 
to Innovative Insurance Products 
Designing 

The creation of special insurance products aimed at 

various age groups – from the young to the family to 

pensioners, is crucial to appeal to a wider range of 

customers. They must be flexible, digital-based, and 

personalized by integrating modern solutions like AI 

and big data analytics – as [16] have highlighted. For 

instance, hybrid policies that integrate protection and 

investment features, and which offer automatic 

premiums and tailored coverage choices, are known 

to better engage and satisfy consumers. As per the 

portfolio diversification theory [17], diversified 

products in turn, reduce the overall sectoral risk and 

add to the financial security, particularly, when it is 

in tune with the demographic shifts. 

4.4 Harnessing Digital Technology: 
Trends and Strategies for 
Integration 

Use of digital platforms for policy sales, customer 

service, and claims is essential for modernization of 

the industry. As per the definition by [18], 

digitalization cuts costs and enhances customer 

experiences whilst making operations more efficient. 

Introduction of online portals, mobile apps, chatbots 

and automated risk assessment tools would ensure 

open, transparent and efficient services, appealing to 
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tech friendly generations and spread coverage 

geographically. To realize the benefit and trust, we 

also need to consider data security, compliance with 

international cyber-security standards, and user-

friendly design. 

4.5 State Support and Regulatory 
Frameworks: Policy Creation and 
Institution Building 

Establishing transparent and predictable legal and 

regulatory regimes is essential to developing this 

sector. The recent legislative steps, i.e. the tax rates 

reduction on activities of insurance for 50% for the 

period of 2022-2025 [13], give stimuli for insurance 

companies. There is also the potential for increased 

transparency, enhanced risk management, and greater 

investor confidence by conforming to international 

standards, like IFRS 17 on insurance contracts and 

principles from Solvency II. According to [19] 

successful regulation will lead to decreased 

information asymmetry and moral hazard, and will 29 

promote market stability which in turn attracts 

domestic and foreign investment. 

4.6 International Cooperation and 
Transfer of Knowledge 

Working with international organizations like FALIA 

(The Foundation for the Advancement of Life & 

Insurance Around the World) and Japan’s OLICD 

promotes information exchange and staff 

development and encourages a best practice 

approach. Such international co-operations help 

Uzbekistan to implement advanced risk management 

methodologies, product innovations and digital 

solutions and promote sector modernization. The 

globalization of markets [20] insists on the fact that 

international cooperation can expedite the diffusion 

of innovation, help cut standards reference for 

companies while it can also enhance competitiveness. 

4.7 Adjusting to Demographic Shift: 
Product and Market Innovation. 

Insurance products need to evolve, given changes in 

demographics including aging societies and 

burgeoning youth populations. For example, the 

creation of pension products offering flexible 

contribution requirements, micro-insurance for low-

income segments and insurance products for 

migrants could lead not only to increased product 

diversity but also to a broader market participation. 

Population cycle theory [21] suggests that if 

insurance options are carefully linked to demographic 

circumstances, the sector will remain viable and the 

guarantee of social protection will have substantive 

credibility. 

4.8 Mission to Enhance Service 
Quality and Professional Capability 

Quality of Customer Service Trust is derived from a 

high-quality service and can determine how loyal 

customers will be. Training programs, progress of 

standards, and feedback systems need to be 

institutionalized. Implementing CRM systems, 

automation of business processes and use of data 

analytics will improve the efficiency of operations 

and customer satisfaction. As [22], quality 

significantly impacts customer loyalty and company 

image that play an essential role in industry growth. 

4.9 Measures to be Taken for 
Implementation and Technical 
Innovation 

To achieve these strategic directions, the detailed 

action plan would comprise: 

▪ Stimulating economic growth and providing

basic infrastructure and social security, which

will ensure the basic needs of the population

and rise to the next level of living standards;

▪ Designing educational programs and financial

literacy campaigns aimed at schools,

universities and community centers;

▪ Market research and customer surveys to

discover unmet wants and to shape (PDP);

▪ Development of IT infrastructure, user-friendly

mobile apps, online insurance platforms, and

automated process;

▪ Enhance legal and regulatory frameworks

consistent with international standards, also

with consumer protection laws;

▪ Developing strategic alliances with offshore

insurers and financial institutions;

▪ Conducting insurance professionals training

workshops & certification programs;

▪ Launching marketing strategies to inform and

draw in new customers;

▪ Developing monitoring and evaluation systems

to monitor the use of these measures and adjust

approaches.
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A comprehensive, multi-vector solution 

represented by legal changes, development of 

technology, educational initiatives, and international 

collaboration shall ajust the necessary frameworks for 

the sustainable development of life insurance in 

Uzbekistan. By instilling in consumers a greater level 

of confidence in the market, encouraging product 

innovation, and improving service quality, life 

insurance will move from a new-niche market to an 

indispensable tool for social stability and protect 

consumers against financial risk. Although today 

some of those opportunities have been shadowed by 

amendments to the law and macroeconomic 

instability, we believe that the sector’s future is still 

bright if its strategic priorities are successfully 

implemented. The government and sector must 

collaborate, while the sector evolves in accordance 

with world best practice and the needs of the 

country’s socio-economic context. 

5 CONCLUSIONS 

This article focuses on the formation of the life 

insurance market in Uzbekistan, the ongoing reform 

of the sector and the measures needed for its rapid 

development. The main message is that the insurance 

industry is crucial for ensuring macroeconomic 

stability, social well-being and financial 

development. Creativity, digitalization and 

standardization will be key to further development of 

the industry in the future. However, there is still much 

room for growth, especially through active 

stimulation of economic growth and strengthening of 

public-private partnerships. Especially considering 

the results of the regression analysis, where economic 

growth in the form of GDP growth and investment 

growth are the basic factors for improving the living 

standards of the state's residents.  
High standards and sufficiently high earnings of 

citizens instill confidence and trust in the government 
system. In turn, improving the standard of living 
requires more decent ways to ensure economic and 
social security, namely life and property insurance. In 
general, further progress in the insurance market of 
Uzbekistan. Continuous improvement of regulatory 
regimes, the use of new and digital technologies and 
the development of competition have a 
complementary effect against the background of 
sustainable economic development and ensuring 
economic security for success. These measures will 
not only stabilize the sector but will also increase 
consumer confidence, which will further strengthen 
the country's economy. Whether there is a dual causal 

effect among these factors is the next question that 
requires more sophisticated data analysis and 
research. 
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Abstract: The article is concerned with researching the possibilities of using digital marketing tools in the area of 

cultural heritage preservation in the context of sustainable urban development. The main focus is on 

innovative technologies, in particular, on the use of the holographic system “HYPERVSN”, which provides 

broadcasting of a three-dimensional image with an expressive emotional effect. The methodological basis of 

the study was general scientific approaches to analysis and systematisation, as well as quantitative methods, 

including a sociological survey, which made it possible to determine the level of public perception and interest 

in the use of such technologies in public space. The results indicate the growing openness of consumers to the 

latest formats of visual communication, as well as the potential of digital media as an effective tool for 

promoting cultural objects. The research outlines both the advantages, such as innovation, attractiveness, and 

the ability to create sustainable interest in a city brand, and the risks associated with possible visual overload 

or inappropriate content of advertising. The originality of the work lies in the integration of a marketing 

approach to the tasks of cultural heritage protection and in the substantiation of its role in shaping an attractive 

city image. The practical value lies in the possibility of using the presented findings to develop municipal 

strategies focused on combining digital technologies, cultural policy and sustainable development. 

1 INTRODUCTION 

Analysing global challenges and a focus on 

sustainable development, the preservation of cultural 

heritage is increasingly seen not only as a matter of 

historical value, but also as an important factor in 

social interaction, tourist attractiveness and economic 

sustainability of the urban environment. Today, there 

is a change in communication approaches, an increase 

in the role and relevance of visual technologies in 

public space, which requires new tools for interaction 

with society, especially in the context of promoting 

cultural heritage sites and the need to preserve them. 

Recently, digital marketing has become 

particularly relevant as an effective and efficient tool 

for sustainable city image management. It creates a 

vivid, emotionally rich visual context that not only 

informs but also engages the audience in interaction. 

It is the younger generations: millennials and 

representatives of Generation Z – who determine 

trends in consumer behaviour, particularly in the 

perception of advertising and urban space. For them, 

classical forms of promotion are gradually losing 

their relevance, while innovative solutions based on 

interactivity can create lasting impressions and evoke 

emotional attachment to a brand or place [1,2,3]. 

Holographic technologies, which until recently 

were perceived as experimental or decorative, are 

gradually becoming quite applied [4]. They are 

successfully used by leading brands, including Coca-

Cola, Adidas, Vodafone, Walmart and Puma. 

Examples of successful campaigns using three-

dimensional images in public space demonstrate the 

ability of these solutions not only to attract attention 

but also to change consumer practices. 

“HYPERVSN” technology plays a special role in this 

process, allowing dynamic holograms to be broadcast 
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in 3D, creating the effect of presence and 

engagement. 

Unlike traditional advertising media, 

“HYPERVSN” allows not only to demonstrate visual 

content, but also to build a holistic communication 

experience that can be easily integrated into the city 

environment - on the streets, in tourist areas, near 

cultural sites. It can be concluded that holographic 

advertising is not only a commercial tool, but also a 

means of strengthening the city brand, promoting 

urban space, visualising historical monuments and 

stimulating interest in cultural heritage. 

The relevance of the study lies in the need to 

analyse and highlight the significant role of digital 

marketing tools in preserving and promoting cultural 

heritage and, as a result, promoting cities and 

encouraging sustainable urban development. The 

purpose of this article is to analyse the potential of 

innovative technologies, in particular the 

“HYPERVSN” system, for integration into municipal 

sustainable development strategies, as well as to 

study the perception of such tools by residents and 

tourists in the urban environment. 

2    RESEARCH METHODOLOGY 

The article uses general scientific methods of analysis 

and systematisation to study the regulations on 

cultural heritage to prove that the municipal 

authorities are systematically engaged in the 

preservation of the city's cultural heritage and the 

development of cultural tourism. Quantitative 

methods in the form of a sociological survey among 

residents and tourists to determine the level of 

awareness, interest, perception of cultural heritage 

and the introduction of innovative digital 

communication tools using “HYPERVSN” 

technology in the urban context. 

3    ANALYSIS OF RESEARCH 

RESULTS OR SCIENTIFIC 

PROBLEM 

3.1 Cultural Heritage Management 
and Urban Branding Strategies 

Odesa is the tourist capital of Ukraine and is called 

the "pearl by the sea". It is a major European city with 

an architectural, cultural, balneological and 

recreational industry. The concept of city 

construction in the late 18th century was developed 

by representatives of many European countries and 

embodied the best European achievements in urban 

planning. The Spaniard O. Deribas, the Frenchmen E. 

Richelieu and A. Langeron supervised the 

construction, and the Dutchman F. de Volan 

developed the city's project. The architecture 

embodies many classical European architectural 

styles. The historic center of the city is a cultural 

heritage. On January 25, 2023, the World Heritage 

Committee decided to inscribe the historic center of 

Odesa on the World Heritage List. 

Audrey Azoulay, Director-General of UNESCO, 

said: "Odesa, a free city, a world city, a legendary port 

that has left its mark on cinema, literature and art, is 

now under increased protection by the international 

community. As the war continues, the inscription of 

this site on the World Heritage List embodies our 

collective determination to protect this city, which 

has always withstood global upheaval, from further 

destruction" [5]. 

The Odesa City Council systematically preserves 

cultural heritage. The Department of Culture, 

International Cooperation and European Integration 

is in charge of this within the Executive Committee. 

Within the structure of this department, there are the 

Department of Culture, the Department of Tourism, 

the Department of International Relations, the 

Department for Work with UNESCO and the 

Protection of Cultural Heritage.  

Currently, the Department of Culture, 

International Cooperation and European Integration 

of the Odesa City Council is developing a project 

"Support for the Implementation of the Odesa 

Cultural Development Strategy" to preserve cultural 

heritage and develop tourism in Odesa. The project is 

funded by the EU under the EU4Culture project, 

implemented by the Goethe Institute in partnership 

with the Danish Institute of Culture, Czech Centers, 

and the French Institute in Georgia. The project for 

the implementation of the city's Cultural 

Development Strategy is to be developed in the fall of 

2024. “The issue of preserving historical heritage has 

become particularly relevant against the backdrop of 

Russian aggression against Ukraine and, as a result, 

damage to cultural and historical monuments, as well 

as the receipt of the status of a UNESCO World 

Heritage Site by the historic center of Odesa,” - notes 

Ivan Liptuga, Director of the Department of Culture, 

International Cooperation and European Integration 

of the Odesa City Council [6]. 
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Odesa City Council adopted the investment 

strategy of the city “Odesa 5T”. 

“Odesa 5T” is an investment brand of the city that 

unites five main vectors of the city's development: 

▪ Transportation.

▪ Trade.

▪ Technology (construction, IT, medicine).

▪ Tourism.

▪ Trust (transparent economy, trust, financial

services market).

Investment Agency “Odesa 5T” was created for 

effective meetings of domestic and foreign investors 

and entrepreneurs. Tourism, transport, technology, 

trade, and trust - the five main areas of promising and 

effective investment in one of the main economic 

centers of Ukraine. Investment Agency “Odesa 5T” 

was established as a one-stop shop to facilitate 

investment attraction, promotion and implementation 

of priority projects for cities. The team analyzes the 

economic and legal conditions of projects, taking into 

account the interests of cities and investors, monitors 

and controls the implementation of initiatives that 

have already been launched, introduces systemic 

measures by improving the investment climate, 

cooperation with executive authorities, and 

entrepreneurial responsibility. 

In addition, the municipal institution “Odesa 5T 

Grant Office” operates. It became the legal successor 

of the municipal enterprise “Agency for Development 

Programs of the City of Odesa” already operating 

under the mayor's office. The municipal institution 

makes extensive use of digital marketing tools. 

To create conditions for the effective functioning 

of the city's economic complex and for a decent life 

for people, it is necessary to skillfully combine the 

efforts of various municipalities. A system of 

marketing activities is needed to attract new 

economic investments to the city through the 

distribution of information and materials about the 

city, targeted visits by city leaders, and meetings with 

potential investors. The goals of municipal marketing 

are to improve (preserve) the competitiveness of 

industrial and service enterprises in the region; to 

attract new businesses to the region and, as a result, 

to obtain funds for the preservation of cultural 

heritage. An extremely crucial component is the city 

brand, which is an integral set of features that contain 

unique original characteristics of the city and imagery 

and perception that allow identifying this city among 

others in the eyes of target groups. City brand gives a 

first impression of the value promised in terms of the 

experience a potential user can receive [7].  The brand 

should perform the following functions [8]: 

1) identify the city among others;

2) to form a sense of attachment to the city and

identity with it among target audiences; 

3) to be a guarantor of the city's quality.

Municipal marketing is actively developing in the

city, which has become the basis for shaping the city's 

brand and image. At the initiative of the local 

authorities, competitions were held to create a tourist 

slogan, symbols and logo for the city, which were 

later used as elements of the city's identity. 

It is crucial to emphasise that the core of any city 

is its inhabitants who live on or near the heritage site, 

while other facilitators such as authorities, experts 

and economic actors are considered to be the wider 

community [9,10]. Local communities can share 

responsibility for integrating heritage conservation 

into sustainable urban development through 

cooperation and community empowerment 

[11,12,13]. 

3.2 Introduction to the Research 
Objects 

Digital marketing is a model of 21st century 

marketing, mass individualization marketing, which 

allows targeted interaction with target market 

segments in virtual and real environments through 

digital channels using digital methods.  Digital 

marketing сould offer a crucial platform that is 

community - based for sustainable and holistic 

heritage conservation [14]. Municipal authorities use 

the following tools: 

1) Local networks of enterprises or districts, which

are self-sufficient information systems. Now,

local networks are gradually being integrated

with the Internet.

2) Mobile devices with branded applications or

organization of WOW-calls to the phone

(WOW-call is a platform that combines the

Internet and telephony).

3) Interactive screens, POS-terminals located in

stores and on the streets. They are gradually

replacing standard outdoor advertising, as they

allow for closer interaction with the consumer,

delivering messages or helping to make

purchases through a POS-terminal.

4) Digital art is an art form in which a computer is

used to create or reproduce an artistic work:

drawing, sound, animation, video, games,

website, performance, installation.

315 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



Trigger of preservation of cultural heritage is the 

effective functioning and development of the 

recreational complex of the city [15]. This complex is 

part of ensuring stable and dynamic economic growth 

[16]. It is worth noting that the recreational complex 

is an integral part of the national economy, the role of 

which is to ensure the production and sale of socially 

useful products, the object of which is tourist and 

recreational services [17]. World experience shows 

that the recreational complex is becoming 

increasingly important in stimulating urban 

development. Consumers of recreational services 

overcome distances in order to meet the demand. 

After that, the country experiences what is called 

“primary” economic revitalization in the form of 

utilizing the available potential of the recreational 

complex. Next, a multiplier effect occurs. There is a 

“secondary” revitalization, but already in other 

sectors of the economy. The total revitalization due to 

the multiplicative effect, as it can be seen from Fig. 1, 

can give a strong revitalizing result. 

3.3 Analysis of Tools for the 
Development of the City's 
Recreational Complex 

To advertise tourist attractions, it is proposed to use 

“HYPERVSN” to visualize three-dimensional 

images. The technology based on the use of 

holographic images is revolutionary for outdoor 

advertising. A three-dimensional diorama uses diodes 

to reproduce a full-fledged and realistic 3D image. 

The hologram displays all sides of the observed 

object, conveys its volume, relief, and depth. The 

advanced solution allows you to first create and 

display unique three-dimensional photo or video 

content, and then manage it. 

The WOW-effect of a hologram promotes deep 

memorization of information about a product, 

including on an emotional level, and from the 

technical side, it gives a potential buyer much more 

information about the advertised product than "flat" 

advertising. The consumer can see everything from 

all sides. This inspires trust. 

“HYPERVSN” technology is a cost-effective 

alternative that will make it possible to use small and 

medium-sized holograms. The effect of a 3D 

hologram is created by blades with LEDs placed on 

them, which rotate at high speed. This is how the 

effect of image visualization is achieved. 

Marketing research is another tool for the 

development of the city's recreational complex. It is 

worth noting that the organised system of marketing 

tools forms an effective comprehensive tool for 

implementing the strategy for the development of the 

city's recreational complex [18]. A survey was 

conducted to assess the effectiveness of the proposed 

innovative advertising technology. This method of 

marketing research was chosen to identify the 

perception of the city residents of the use of 

Figure 1: Scheme of multiplier effect as a result of the development of recreational complex of the city. 
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advertising in the historic part of the city. The 

respondents who took part in the survey were also 

offered a questionnaire to survey the use of a new type 

of advertising in the urban space. It contained the 

following questions: 

1) Will you be interested in this technology and

why?

2) To what extent is the technology noticeable

among other types of advertising media in

the historic part of the city (banners,

billboards)?

3) What negative aspects of this technology

can you name?

4) What positive aspects of this technology can

you name?

5) Would you make a video of the

“HYPERVSN” and share it with your

friends?

6) What would you like to see from the

goods/services/brands on a 3D hologram of

the “HYPERVSN”?

7) Do you think that your attitude towards the

product/service/brand that will be advertised

on this technology has changed? Why?

8) Where would you like to see this technology

in action? (In supermarkets, on the street,

near the advertised product, etc.).

The answers of the respondents are shown in 

Figure 2, Figure 3, Figure 4. 

Figure 2: Respondents' interest in “HYPERVSN”  technology. 

Figure 3: Respondents' attitudes towards the use of “HYPERVSN” technology. 
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Figure 4: What goods and services would respondents like to see advertised with 3D holograms of the “HYPERVSN” 

technology? 

A total of 47 respondents took part in the survey, 

including 23.4% of men and 76.6% of women. Age 

range of respondents: 59.6% of respondents were 

under 20 years old, 38.3% were aged 21-35, and the 

rest were over 35. 74.5% of respondents have a 

positive attitude towards new technologies, 21.3% are 

neutral and 4.3% are negative. All respondents said 

they would definitely share a video with such 

technology with their friends. 

“HYPERVSN” continues to evolve. In 2023. 

Michael Blackman, Managing Director of Integrated 

Systems Europe, joined the Talent Congress in 

Barcelona in the form of a 3D hologram from 4,000 

miles away in Oman, thanks to “HYPERVSN”. The 

demo version of this innovative solution at ISE 2023b 

demonstrated the difference between the required 

"human contact" and visualisation from traditional 

flat-screen calls and live broadcasts. This real-time 

streaming solution ensured maximum realism and 

impact on the audience. Interactivity is an important 

new factor in increasing the impact on consumers. 

4 CONCLUSIONS 

The research shows the feasibility of using digital 

marketing tools, in particular HYPERVSN 

holographic technology, in the process of preserving 

and promoting cultural heritage in the context of 

sustainable urban development. The obtained results 

confirm the high level of audience interest in 

innovative forms of visual communication, which 

opens up new opportunities for increasing public and 

tourist awareness of cultural sites. 

The scientific novelty of the study lies in the 

integration of the concepts of municipal marketing, 

city branding and digital communications in the 

context of cultural heritage preservation. For the first 

time, holographic technology is considered not only 

as a commercial advertising tool, but also as a 

potential mechanism for forming an emotional 

connection between citizens and the historical and 

cultural environment. The use of innovative visual 

solutions allows us to rethink traditional approaches 

to the promotion of urban spaces and heritage values. 

The practical significance of the results obtained 

lies in the possibility of their use by local 

governments, city departments of culture, tourism 

and marketing to develop modern strategies for 

communication with the public. The proposed 

technologies can be effectively integrated into the 

information and cultural infrastructure of the city, 

contributing to the growth of tourist attractiveness, 

strengthening the brand of the territory and more 

active participation of citizens in the processes of 

preserving cultural heritage. 

Taking this into account, the advantage of the 

study is its novelty and interdisciplinary approach: the 

topic of using marketing tools to preserve cultural 

heritage in the context of sustainable urban 

development is still poorly understood. The paper 

reveals the potential of the latest digital technologies 

for promoting intangible and cultural factors of the 

urban environment in the tourism market, which 

creates the basis for a new model of communication 

between the city and target audiences. 

The limitations of the study include the 

insufficient amount of statistical material due to the 

318 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), April 2020225  



staged nature of the article. In view of this, the use of 

mathematical and statistical methods for an in-depth 

analysis of the factual base is planned in further 

empirical research. 

Further research will be related to the study of the 

possibility of using such marketing tools as virtual 

reality, augmented reality, mixed reality in the 

preservation of cultural heritage. 
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Abstract: The current study seeks to explore the time series perspective of Indian women’s involvement in available 

work seasoned with other factors determined for their employment from 1991 to 2023. Using some 

sophisticated statistical techniques, such as Regression models, Principal Component Analysis and Partial 

Least Squares-Discriminant Analysis, the research showed that the reduction of the number of deaths of 

children under the age of one year per 1000 live births has been a major contributing factor in the increase 

in the percentage of women participating in the labor force. In addition, economic advancement, maternal 

death rates, and life expectancy were also relevant in determining these trends. From 1991 to 1999, factors 

such as the lifetime risk of maternal mortality, the increasing number of women with lower levels of 

education participating, and changing economic conditions were critical in determining the extent of 

women’s labor force participation. From 2000 to 2009, more women graduates began to join the labor 

force as every society begun to change gradually. From 2010 to 2019, the growth of GNI per capita and 

increasing expansion in women participation in the labour force paid dividends. This research highlights 

the importance of continued socio-economic progress in promoting gender equality in employment. 

1 INTRODUCTION 

Rise in female labour force participation is a 

significant economic transformation of the previous 

century. Historically, men have participated in 

labour markets more frequently than women 

worldwide, but this participation landscape is 

rapidly evolving. The global labour force 

participation rate for women is currently less than 

47%, whereas for men it is 72% [1]. 

Considerably in particular regions, this gap 

reaches 50%, underscoring the persistent challenge 

of attaining gender equality in the labour market. It 

is believed that female labour force participation 

rates are higher in many of the world's poorest and 

highest-income countries based on several 

factors [2]. 

Although India ranks as the fifth-largest 

economy globally by nominal GDP and the third-

largest by purchasing power parity (PPP) [2] its 

female labour force participation rate was very low 

at approximately 37% in 2022 [3] which is 

significantly below the global rate. 

The dynamics of female labour force 

participation in India represent a complex 

interaction of socio-economic factors, illustrating 

the multifaceted nature of the quest for equal 

opportunity. In contrast to the generally observed 

linear models of structural transformation, India's 

economic narrative reveals a distinct trajectory [4], 

wherein the anticipated growth in the manufacturing 

sector did not occur following the collapse in 

agriculture. The services sector predominantly 

accommodated the economic shift, witnessing 

significant expansion over the past twenty years. 

However, this economic progress has not been 

directly reflected in employment possibilities, 

notably impacting women. 

Evidence demonstrates that empowering women 

not only offers individual advantages such as 

decreased fertility rates and postponed marriage but 

also serves as an indicator of wider developmental 

results. Following 2019, a significant rise in the 

female labour force participation corresponds with 

the consistent increase in India's Gross National 

Income (GNI) per capita [5] indicating a mutually 

reinforcing link that may support progress in 
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women's education and entrepreneurship. This 

synergy underscores the transformative potential of 

targeted policies in fostering both economic growth 

and gender equality. 

The study aims to explore the dynamics of 

female labor force participation in India, 

highlighting the complex socio-economic, cultural, 

and policy factors that influence women's 

employment. The research investigates how these 

factors interact to impact gender equality in the 

labor market and assesses the broader economic 

implications. 

2 MATERIALS AND METHODS 

For this statistical analysis we have collected data 

from the central repository of World Bank 

Database [6]. 

The main variable of interest includes Labor 

force female, Expected years of schooling for 

female students, Expected years of schooling for all 

gender students, Female labor force with different 

levels of education, and Gross national income in 

terms of PPP. The dependent variable was 

considered to be the count of labor force female and 

we have analysed how other crucial factors in a 

socio-economic environment effects its variations 

from year to year and in some cases among decades. 

Expected year of schooling for all genders and 

especially for female have been analysed as two 

separate variables to observe their independent 

effects on the dependent variable. The independent 

variable ‘Infant Mortality Rate’ is defined as the 

number of live births per thousand people per year. 

Independent variable named ‘GNI per Capita in 

terms of PPP’ is measured on current US Dollar. 

‘Lifetime Risk of Maternal Death’ this independent 

variable is measured in a scale of hundred.  

Data cleaning and pre-processing are routinely 

performed on the collected information. To prevent 

inaccurate interpretations, all indicators with 

missing values were excluded from subsequent 

analyses. Normality and homogeneity of variance 

were assessed using the Kolmogorov–Smirnov and 

Levene’s tests, respectively. Data were adjusted 

using the Box–Cox transformation method 

whenever possible. To analyse possible relation 

between parameters correlation heatmap based on 

Pearson correlation test was created. To determine 

which parameters significantly affect Labor Force 

Female multiple regression was performed. 

Normalized, auto-scaled data underwent principal 

component analysis (PCA) to distinguish 

individuals based on their personal traits. PCA is the 

conventional method for component extraction and 

for visualizing the similarities among samples. It 

aims to identify a low-dimensional representation of 

the data that combine the majority of the variance. 

Only variables exhibiting a correlation greater than 

0.60 with the first two dimensions of the PCA 

(Factor Loadings) have been included. Statistical 

calculations were performed using MetaboAnalyst 

v. 6.0 (https://www.metaboanalyst.ca/) and MS

Excel 365 with Data Analysis ToolPak. Google

Sheet machine learning algorithm was used to

predict the missing values for unavailable data

points based on other available datasets.

3 RESULTS AND DISCUSSION 

The findings from the correlation and regression 

analysis pointed the complex interactions among 

socio-economic and demographic factors, 

highlighting their combined impact on female 

labour force participation. The correlation matrix 

(Fig. 1) demonstrates interrelated associations 

among principal indicators. The positive correlation 

between female life expectancy at birth and 

expected years of schooling for females underscores 

the interdependent relationship between educational 

achievement and health consequences.  

Furthermore, GDP Per Capita (PPP) exhibits a 

positive correlation with both Life Expectancy (r= 

0.366, p<0.01) and Female Labor Force 

Participation (r=0.405, p<0.01), emphasizing the 

role of economic expansion in enhancing living 

standards and fostering women's involvement in the 

labor market.  

Figure 1: Correlation Heatmap. 
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The number and their corresponding variable names 

are as follows: [1]-Labor force female percentage of total 

labor, [2]-Labor force female, [3]-Employers female, [4]-

Expected years of schooling for all genders, [5]-Expected 

years of schooling for female, [6]-Labor force female with 

basic education, [7]-Labor force female with advanced 

education, [8]-Life expectancy at 60 for female, [9]-Paid 

maternity leave length calendar days, [10]-GNI per capita 

in PPP($), [11]-Life expectancy at birth years, [12]-

Government expenditure in education percentage of GDP, 

[13]-GDP growth per capita, [14]-Mortality rate of infant 

per 1000 live births, [15]-Lifetime risk of maternal death 

percentage, [16]-Number of maternal deaths, {1}-

Average of LFF percentage of total labor, {2}-Average of 

Labor force female, {3}-Average of  employers female, 

{4}-Average of expected years of schooling, {5}-Average 

of expected years of  schooling for female, {6}-Average 

of LFF with basic education, {7}-Average of LFF with 

advanced education, {8}-Average of life expectancy at 60 

for female, {9}-Average of paid maternity leave length in 

calendar days, {10}-Average of GNI per capita PPP($), 

{11}-Average of life expectancy at birth years, {12}-

Average of Govt expenditure in education as percentage 

of GDP, {13}-Average of GDP growth per capita, {14}-

Average of mortality rate of infant per 1000 live births, 

{15}-Average of lifetime risk of maternal death 

percentage, {16}-Average of number of maternal deaths. 

Conversely, the negative correlations exhibited 

by variable such as the Mortality Rate (Infant Per 

1000 Live Births) (r=-0.499, p<0.001) and positive 

correlations with expected years of schooling for a 

female (r=+0.765, p<0.01) with Life Expectancy 

and Educational Outcomes suggest the adverse 

effects of poor health metrics on socio-economic 

development can be improved by increasing the 

average study period for a woman. Further, 

Government Expenditure on Education is positively 

correlated with educational and health variables 

(Fig. 1), emphasizing the importance of public 

investment in nurturing human capital. Similar 

findings were pointed for South Asia countries in 

general [7]. In particular, a one percent increase in 

trade openness results with a 0.0152% rise in female 

employment, and empirical data supports long-term 

cointegration among education, trade, urbanization, 

male labor-force participation, per capita income, 

and employment. Also, 10% increases in the work 

parity index score were significantly associated with 

a decrease of 14.6 maternal deaths per 100,000 live 

births and an increase of 0.9 years in female life 

expectancy at birth, independent of county income 

level [8]. Therefore, public investment in education 

and work parity is essential, as government 

expenditure is positively correlated with improved 

educational and health outcomes. This tendency is 

consistent across different regions, regardless of a 

country’s income level, reinforcing the concept of 

integrated growth strategies. 

The Multi-Linear Regression analysis enhances 

these data by elucidating the degree, direction, and 

statistical significance of each variable's impact on 

socio-economic outcomes. The preliminary 

regression study, covering the period from 1991 to 

2023 and omitting two maternal health variables, 

reveals a strong model with an R-squared value of 

0.952, with Gross National Income (GNI) per 

Capita identified as a substantial positive factor 

influencing socio-economic outcomes:  

Labor Force Female = 

191959083 - 1621217.78Expected Years of 

Schooling + 447867.24Expected Years of 

Schooling Female + 231179.21Life Expectancy at 

60 Female - 90388.28Paid Maternity Leave 

Length + 14558.93GNI per 

Capita* - 194442.39Life Expectancy at 

Birth - 1781077.94Govt. Expenditure in 

Education - 40717.61GDP Growth Per 

Capita* -1064582.39Mortality Rate, F = 50.816, 

R2 = 0.952 (* indicates a parameter that has a 

significant effect on the Labor Force Female as the 

dependent variable, with p<0.05).  

At the same time GDP Growth per Capita shows 

a significant, albeit negative, relationship, suggests 

that while economic growth generally enhances 

overall living conditions, it can also contribute to 

disparities in specific contexts. In developing 

countries, for instance, high female labor force 

participation rates are often associated with 

economic hardship rather than empowerment [9], as 

many women enter the workforce out of necessity 

rather than choice. Moreover, while the gender gap 

in labor market participation tends to be smaller in 

developing economies compared to high-income 

countries [10], women in these regions are more 

likely to be employed in lower-paid jobs. This is 

largely due to limited access to education and skill 

development opportunities, which constrains their 

upward mobility within the labor market. 

These findings highlight the crucial role of 

education in optimizing female labor market 

participation. By improving educational attainment 

among women, not only can their employment 

prospects and earnings potential be enhanced, but 

they may also gain greater societal recognition and 

agency. In the long run, such improvements could 

significantly improve economic growth. Notably, if 

all other factors remain constant, a 1% increase in 

female labor force participation is estimated to 

contribute to a 3.06% rise in overall economic 

growth [11]. 
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Enhancing the analysis from 2000 to 2023, by 

incorporating the Percentage of Lifetime Risk in 

Maternal Death and the Count of Maternal Death, 

elucidates the intricate influences of maternal health 

indicators, offering a revised perspective that 

mirrors current trends and healthcare progress. The 

revised model demonstrates a robust fit, with a R² 

value of 0.986, highlighting the significance of GNI 

per capita and infant mortality rate as key 

predictors. 

Labor force female = - 188965438 - 

1904267Expected Years of Schooling + 

4207734Expected Years of Schooling Female - 

2237822Life expectancy at 60 Female +

42365Paid Maternity Leave Length + 16892GNI 

Per Capita* + 2277591Life Expectancy at birth - 

47943Govt Expenditure in education - 

13243GDP growth per capita + 

3015358Mortality rate infant* + 121705Lifetime 

risk of maternal death - 529Number of maternal 

deaths. R2 = 0.986, F =78.475, p = 0.05 (* indicates 

a parameter that has a significant effect on the Labor 

Force Female as the dependent variable, with 

p<0.05) 

The analysis of Indian households reveals 

parallels with observations from other areas, such as 

Kenya, where financial strains associated to 

healthcare and the loss of essential family members 

significantly affect households [12]. In India, 

economic pressures compel households to 

reallocate resources and time, frequently resulting 

in women managing significant home 

responsibilities alongside income generation. Based 

on these ideas, policies like improving access to 

financial safety nets, promoting female labor 

participation, and strengthening healthcare facilities 

are crucial for alleviating economic shocks and 

creating sustained socio-economic growth. 

Recognizing that PCA provides a more 

comprehensive synthesis by reducing the dataset's 

dimensionality and highlighting the most influential 

variables, we applied this technique and identified 

two principal components with the highest 

eigenvalue that represent the total amount of 

variance that can be explained by a given principal 

component. Two PCs account for 62.69% and 

14.26% of the total variance in the dataset. The 

biplot analysis illustrates socio-economic and 

temporal trends in the dataset (Fig. 2). 

These clusters reflect temporal changes, with the 

data for earlier years (1990 and 2000) distinctly 

separated from later years (2010 and 2020). This 

suggests that significant shifts occurred in the 

underlying variables over time. For example, 

indicators such as life expectancy, education levels, 

and mortality rates may have improved over the 

decades, as suggested by the clustering pattern and 

the positioning of observations along PC1. PC2, in 

turn, highlights gender-specific labor dynamics, 

influenced by variables such as female employers 

and female labor force. PC1 captures disparities in 

socio-economic development, with strong positive 

correlations observed for variables like life 

expectancy at birth for a new born and GDP growth 

per capita while average schooling years for a 

woman shows a negative correlation, reflecting its 

association with lower socio-economic progress.  

Figure 2: PCA Analysis of socio-economic and temporal 

parameters that affect Labor force female 

Temporal analysis reveals that 2020 

observations align with improved indicators, 

including higher GDP per capita and life 

expectancy, whereas 1990 data is associated with 

higher infant mortality rates. This indicates 

significant socio-economic and health progress over 

time. 

In India, family is the major social unit, and all 

the important decisions in the family are made by 

the head of the household. Therefore, it is important 

to know how the education of women affects 

family-related issues [13]. All these factors 

contribute directly or indirectly to the working habit 

of a woman in a society like India. Increased family 

planning to reduce the unmet need (for spacing and 

limiting births) by amounts ranging from 25% to 

100%, reduced maternal deaths by amounts ranging 

from 7.0% to 28.1% in rural India and 5.8% to 

23.5% in urban India. In rural India, eliminating the 

unmet need for family planning decreased the TFR 

(Total Fertility Rate) from 2.97 to 2.14, the 

proportion of deaths that are pregnancy related from 
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16.4% to 12.3%, and the lifetime risk of maternal 

death from 1 in 65 to 1 in 90 [14]. 

Over the past two decades, government 

expenditure on education as a percentage of GDP 

has been a key driver of female labor force 

participation in India, enabling access to quality 

education, skill development, and economic 

empowerment. Despite the Prevention of Child 

Marriage Act 2016, early marriages persist, but 

women marrying after 21 years fare better in 

employment and earnings. Increasing education 

levels have also fuelled a rise in female 

entrepreneurship, with India ranking as the most 

active country for women entrepreneurs, 

particularly in manufacturing [15]. Life expectancy 

further impacts women’s workforce participation by 

encouraging long-term investment in skills and 

improving health outcomes. Together, these factors 

foster socio-economic empowerment, transforming 

women’s roles in economic and social 

development [16]. 

4 CONCLUSIONS 

The progression of women's labor force 

participation in India from 1991 to 2023 

underscores a complex interaction of socio-

economic, cultural, and policy influences. Health 

and education have become essential factors 

influencing female labor force participation. 

Decreases in infant mortality rates and 

enhancements in maternal health have been 

associated with greater workforce inclusion. Access 

to higher education has equipped women with skills 

and confidence, facilitating their transfer from 

agriculture to industry and services, where formal 

work opportunities are expanding. 

Economic factors such as GNI per capita and 

GDP growth have impacted women's labor force 

participation, although rural regions have persistent 

structural obstacles. Economic progress has 

broadened options, especially in entrepreneurship; 

nonetheless, cultural norms and gender biases 

persist in constraining women's potential. Policy 

interventions in education, healthcare, and 

maternity leave have yielded beneficial outcomes; 

nevertheless, their effectiveness is compromised by 

implementation deficiencies, particularly in 

marginalized areas. Cultural influences, such as 

familial arrangements, substantially influence 

workforce involvement, with Hindu women 

experiencing comparatively greater autonomy. 
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