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Abstract: At the moment, there are no uniform universal methods for forecasting regional indicators of economic 

development in general and the consumer price index in particular. But depending on how accurate and 

reasonable the forecasts of the consumer price index will be, the budget of the region will be drawn up so 

correctly and the parameters of the forecast of socio-economic development, in the calculation of which this 

indicator is used, will be accurately predicted. The article presents a comparative analysis of methods for 

forecasting the consumer price index for food products. First, the most popular methods of forecasting the 

consumer price index were identified. Then models of time series, neural networks and decision trees were 

built, as well as retro-forecasts of the consumer price index for food products based on them. It is revealed 

that neural networks provide higher accuracy of forecasts compared to other models. The result of the work 

was the forecast of the consumer price index for food products in the Altai Territory for 2021 based on the 

constructed neural network model. The constructed neural network models can be used in relevant 

organizations to increase the accuracy of the forecast of this indicator. In addition, such an approach can be 

used as a basis for forecasting other indicators that characterize the socio-economic development of regions.

1 INTRODUCTION 

Forecasts of the socio-economic development of the 

region, including the forecast of the consumer price 

index (hereinafter also – CPI), are sent to the Ministry 

of Finance of the region and to the Ministry of 

Economic Development of the Russian Federation. 

Using these data, the Ministry of Finance of the region 

develops the main parameters of the regional budget, 

and the Ministry of Economic Development of the 

Russian Federation clarifies the forecast of socio-

economic development of the Russian Federation and 

monitors the socio-economic development of the 

region. 

At the moment, there are no uniform universal 

methods for forecasting regional indicators of 

economic development in general and the consumer 

price index in particular. 

The following are identified as the most popular 

methods used to predict the consumer price index: 

 Based on time series analysis.

 Based on artificial neural networks.

This conclusion was made based on a meaningful 

analysis of 30 scientific papers. 

Also, the construction of forecasts of the consumer 

price index based on decision trees is currently gaining 

popularity. In 4 out of 30 cases they were used [1, 2, 3, 

4], and in 6 cases other methods: [5, 6, 7, 8, 9, 10]. 

With regard to other methods, it should be noted 

that such as regression analysis, factor analysis, and a 

method based on the construction of a system of 

balanced indicators were used to predict this indicator. 

As factors for the construction of CPI models, the 

authors usually used such as: the price index of 

manufacturers of industrial products, retail trade 

turnover, the volume of paid services to the population, 

the dollar exchange rate, the price index for agricultural 

products and others. 

As specific information technologies for building 

models, the authors used both the programming 

languages: R, Python and the like, as well as modern 

software packages for statistical data analysis, for 

example, the Statistica software package. 
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2 CONSTRUCTION AND 

COMPARATIVE ANALYSIS OF 

FORECAST CPI MODELS FOR 

FOOD PRODUCTS IN THE 

ALTAI TERRITORY 

2.1 Construction of a Forecast Model of 
the CPI for Food Products in the 
Altai Territory Based on Time 
Series Analysis 

As it has already been revealed, the method based on 

time series analysis is very popular in forecasting the 

consumer price index. To build such models, a 

representative sample was first determined. It is 

believed that it is advisable to train models with data 

from 2017, since similar economic conditions have 

been formed since that time. 

That is, first, data on the CPI for food products in 

the Altai Territory from January 2017 to December 

2020 were taken. Then the analysis of the time series 

was carried out. 

The analysis was carried out based on the expert 

analysis of a number of data, and then using the 

construction and analysis of the correlogram. 

Based on this analysis and the specifics of this 

group of products, it was determined that a number of 

data have all deterministic components (trend and 

seasonality). It is believed that if they are available, it 

is advisable to build a Holt-Winters model [11]. 

It should be noted that to build a forecast using a 

time series model for one year, it usually takes at least 

2 years to train it [11]. 

We consider it appropriate to train the model first 

with data from 2017 to 2018 and test it on 2019 data, 

and then train it with data from 2018 to 2019 and test 

it on 2020 data. 

Schematically, the Holt-Winters model can be 

shown as follows (1): 

 𝐼𝑃𝐶𝑡 = 𝐴 + 𝐵 ∗ 𝑡 + 𝑆𝑖,  (1) 
where: 𝐼𝑃𝐶𝑡 – forecast value of CPI for food 

products, 𝐴 – constant, 𝐵 – angular coefficient, 
𝑡 – forecast period, 𝑆𝑖 – seasonality coefficient. 

It should be noted that when constructing the Holt-
Winters model, special coefficients characterizing the 
sensitivity of a data series to components are usually 
also estimated. 

Initially, the Holt-Winters model of the CPI for 
food products was built according to data from 2017  
to 2018. Her work on training and test data is 
presented below (Figure 1). 

Figure 1: Operation of the CPI time series model for food 

products trained from 2017 to 2018. 

The value of the middle absolute error (hereinafter 

also referred to as MAE) of the model on the training 

data is 0,23 percentage points (hereinafter also referred 

to as p. p.), which is unacceptable. It should be noted 

that for 8 months of 2019, the forecast for the MAY 

model was 1,73 p. p. 

The choice in favor of the MAE indicator was made 

due to the fact that in order to solve our task, it is 

important that the deviation of real data from the 

predicted values obtained by the model on the training 

data was on average no more than 0,05 percentage 

points, and on the forecast average no more than 0,35 

percentage points. Otherwise, in our case, it is 

impractical to use this model in the future for 

forecasting. 

After that, a model of time series of CPI for food 

products was built according to data from 2018 to 

2019. The work on training and test data is shown in 

Figure 2. 

Figure 2: Operation of the CPI time series model for food 

products trained from 2018 to 2019. 
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The value of the average absolute error (MAE) of 

the model on the training data is 0,19 percentage 

points, which is unacceptable. Note that for 6 months 

of 2020, the forecast for the model MAY was 2,02 

percentage points. 

Thus, in our case, this model is impractical to use 

in forecasting. 

2.2 Construction of a Forecast Model of 
the CPI for Food Products in the 
Altai Territory Based on Neural 
Networks 

As already noted, it is advisable to train a neural 

network model on a data set starting in 2017. 

Based on the analysis of Pearson pair correlation 

coefficients and expert analysis of possible factors 

affecting the CPI for food products, it was found that it 

would be advisable to take the CPI for food products as 

factors for training the neural network model: The CPI 

of the Russian Federation for food products, the 

producer price index for agricultural products sold in 

the Altai Territory, the producer price index for 

industrial goods according to the type of economic 

activity «Food Production» in the Russian Federation. 

This is due to the consideration of real economic 

processes that provide the necessary correlation. 

The training of neural networks with a teacher was 

chosen as a paradigm, the training rule was error 

correction, the architecture was a multilayer neural 

network, the learning algorithm was reverse 

propagation. The choice was made during the analysis 

of various learning algorithms for solving the 

forecasting problem. 

The Deductor Studio software environment was 

used to build neural networks. This is due to a number 

of factors: the simplicity of building a model, the 

possibility of additional training and a user-friendly 

interface for a user who does not have high 

qualifications [12]. 

When using the learning algorithm with a teacher, 

the weighting coefficients of the neural network are 

adjusted in such a way as to minimize deviations of the 

predicted values from the values of the test sample [13]. 

Of course, within the framework of solving our task, 

it is important that the modal value of the CPI be as 

close as possible to statistical, that is, the model error 

should be small enough. 

Numerous publications on industrial applications of 

multilayer networks with a learning algorithm by the 

method of back propagation of errors have confirmed 

its fundamental operability in practice [14]. 

It should be noted that it is important when building 

models of neural networks that it is necessary to achieve 

the absence of the effect of retraining. After all, then the 

model works well on training data, but the forecast when 

using this model turns out to be inaccurate. Therefore, it 

is important to correctly approach the selection of 

network parameters. That is, it is necessary to find the 

optimal number of hidden layers, the activation function, 

the optimal number of training epochs so that the neural 

network is not retrained. 

The scheme of operation of this algorithm is 

presented below (Figure 3). 

Figure 3: Diagram of the operation of the error back 

propagation algorithm. 

When using this algorithm, the weighting 

coefficients are found at the beginning of the first epoch 

of training. Then they are adjusted from the output to the 

inputs, and not vice versa, in order to reduce the error of 

training and testing. 

Neural networks have been trained for epochs. At 

first, 10,000 epochs were taken. Then it is determined on 

which of the epochs the error on the test sample is 

minimal. This served as a criterion for stopping learning. 

A two-year sample for training a neural network with 

a prediction period of up to 1 year is quite enough. 

Note that the constructed neural networks have 3 

hidden layers of 8 neurons in each of them, and the 

activation function of neurons is sigmoidal. 

The graph of neural networks can be represented as 

follows (Figure 4). 

Figure 4: Graph of constructed neural networks of CPI for 

food products. 
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It should be noted that in our case, three hidden 

layers of 8 neurons in each of them are enough. This 

conclusion is made because it is believed that the 

number of hidden layers should not exceed the number 

of network inputs, and the number of neurons should 

not exceed the number of observations. 

First, a neural network of CPI for food products was 

built according to data from 2017 to 2018. The results 

of her work on training and test data are shown in 

Figure 5. 

Figure 5: Verification of a neural network for predicting CPI 

for food products, trained on 2017-2018 data. 

The value of the average absolute error of the model 

(MAE) was 0,03 percentage points, which is generally 

acceptable. Note that the forecast error obtained using 

the neural network model is 0,29 p. p. 

Then the CPI neural network for food products was 

built according to data from 2018 to 2019. The results 

of her work on training and test data are shown in 

Figure 6. 

Figure 6: Verification of a neural network for predicting CPI 
for food products, trained on 2018-2019 data. 

The value of the average absolute error of the model 

(МАЕ) in this case was 0,02 percentage points, which 

is also acceptable. The forecast error for 6 months of 

2020 based on the neural network model is 

0,31 percentage points. 

These two examples confirm the applicability of 

neural network models in predicting CPI, which 

significantly increase the accuracy of the forecast. 

2.3 Forecasting the Consumer Price 
Index for Food Products in the Altai 
Territory Based on Decision Trees 

The next fairly popular approach to constructing 

forecasts of the consumer price index is the approach 

based on the construction of decision trees. 

The process of building a decision tree can be 

represented as the following steps: 

 Definition of input and output parameters.

 Building a tree.

 Evaluation of the quality of the decision tree.

We will use the same input and output parameters as 

for training neural networks. 

At the second stage, we will build the tree itself. The 

ported version of the Statistica software package is used, 

because of the possibility of a fairly fast and convenient 

construction of a decision tree in it by the «Gradient 

Boosting» method, which is widely used in forecasting. 

The idea of «Gradient Boosting» is an iterative 

process of sequential tree construction. The new tree is 

trained using information about errors made at the 

previous stage. This technique uses the idea that the next 

model will learn from the mistakes of the previous 

one [15]. 

Models have an unequal probability of appearing in 

subsequent models, and those that give the greatest error 

will appear more often. That is, many trees are being 

built, each of which can be more accurate. The process 

ends when the required accuracy is reached or the 

accuracy begins to fall due to retraining [15]. 

In the Statistica software package, it is possible to 

build different decision trees using different methods. 

But it is for forecasting that it is better to use the 

«Gradient Boosting» method when constructing them. 

A lot of trees are being built in this package. As a 

result of «Gradient Boosting», the most accurate tree is 

determined. 

In addition, the second most popular method for 

predicting using decision trees is the «Random Forest». 

The essence of this method is to use an ensemble of 

decision trees. By itself, the decision tree provides an 

extremely low quality of classification, but due to the 

large number of them, the result is significantly 

improved. 
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Schematically, a fragment of the decision tree 

model can be represented as follows (Figure 7). 

Figure 7: A fragment of the decision tree. 

Initially, a decision tree of the CPI for food products 

was built according to data from 2017 to 2018 

(Figure 8). 

Figure 8: The work of the CPI decision tree for food 

products trained from 2017 to 2018. 

The value of the average absolute error (MAE) of 

the model on the training data is 0,28 p. p. Note that for 

8 months of 2019, the MAE forecast for the model was 

0,32 p. p. 

After that, a decision tree of the CPI for food 

products was built according to data from 2018 to 2019 

(Figure 9). 

Figure 9: The work of the CPI decision tree for food 

products trained from 2018 to 2019. 

The value of the average absolute error (MAE) of the 

model on the training data is 0,24 p. p. Note that for 6 

months of 2020, the value of the average absolute 

error of the forecast for the model is 0,53 p. p. 

2.4 Comparative Analysis of Forecast 
Models and the Construction of a 
Forecast of the CPI for Food 
Products in the Altai Territory for 
2021 

In this section, the forecast of the CPI for food products 

in the Altai Territory was built on the basis of an optimal 

model. Initially, the optimal model was selected based 

on the absolute verification of retro-forecasts (Table 1). 

Table 1: The fact of absolute verification of retro-forecasts. 

Training 

period 

Forecast 

period 

MAE retro-forecast, p. p. 

Time 

Series 

model 

Neural 

network 

model 

Decision 

Tree 

model 

from 

2017 to 

2018 

May-

Decemb

er 2019 

1,73 0,29 0,32 

from 

2018 to 

2019 

July-

Decemb

er 2020 

2,02 0,31 0,53 

Table 1 shows that neural network models are the 

most accurate. 

Then it was on their basis that the forecast of the CPI 

for food products in the Altai Territory was built. The 

forecast value of December 2021 by December 2020 

was 109,3 percent. 

3 CONCLUSION 

Forecasting the consumer price index is of great 

importance for regional development. The correctness 

of the formation of the budget of the region will 

depend on how accurate and reasonable the forecast of 

this indicator is. 

During the analysis of scientific papers devoted to 

the prediction of the CPI, it was revealed that the most 

common methods of forecasting this indicator are an 

approach based on time series analysis, forecasting 

based on the construction of artificial neural networks 

and decision trees. 

Then models of time series, neural networks, and 

CPI decision trees for food products were built. It 

should be noted that neural network models were 

chosen as the best, on the basis of which the forecast 
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of the CPI for food products for 2021 was built. When 

constructing econometric models, programs such as 

R-Studio, Deductor Studio, Statistica were used. 
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