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Abstract—Wireless mesh networks present an attractive 
communication solution for various research and industrial 
projects. However, in many cases, the appropriate preliminary 
calculations which allow predicting the network behavior have 
to be made before the actual deployment. For such purposes, 
network simulation environments emulating the real network 
operation are often used. Within this paper, a behavior 
comparison of real wireless mesh network (based on 802.11s 
amendment) and the simulated one has been performed. The 
main objective of this work is to measure performance 
parameters of a real 802.11s wireless mesh network (average 
UDP throughput and average one-way delay) and compare the 
derived results with characteristics of a simulated wireless 
mesh network created with the NS-3 network simulation tool. 
Then, the results from both networks are compared and the 
corresponding conclusion is made. The corresponding results 
were derived from simulation model and real-world test-bed, 
showing that the behavior of both networks is similar. It
confirms that the NS-3 simulation model is accurate and can be 
used in further research studies.

Keywords: wireless mesh networks, 802.11s, HWMP, 
network simulation, NS-3.

I. INTRODUCTION

A concept of wireless mesh networks (WMN) has 
become popular among academic researchers and 
telecommunication industry within the last decade. The 
most attractive property of such networks is a possibility of 
rapid and cost-effective deployment of networks with ability 
to provide high-capacity services for an end-user. Moreover, 
a diversity of wireless mesh networks applications is very 
wide, making it a convenient solution to use them in various 
projects in diverse areas, such as transport (VANET) [1], 
civil and military communication infrastructures, 
environment and public safety [2][3].

At Anhalt University of Applied Sciences (HSA), the 
Future Internet Lab Anhalt (FILA) is currently conducting a 
couple of projects with extensive usage of wireless mesh 
technologies. During the implementation stage of these 
projects, a question of adequate performance evaluation of 
WMN arises. As a solution of this problem, a networking 
simulation environment NS-3 is proposed to be used [4]. 
Based on the simulation, it is possible to imitate, run and to 
see a network behavior with any topology, size, mobility, 
wireless medium parameters and traffic profiles and 

intensity. To do that, we need to implement a simulation 
environment, which behavior will be adequate and 
comparable to a behavior of a real wireless mesh network 
under real conditions. This is the main objective of this 
paper.

For a real-world test-bed, a 802.11s wireless mesh 
networking standard [5] has been used – an open80211s 
Linux implementation [6], in particular. For the simulation 
model – an NS-3 networking simulator with implemented 
802.11s MAC-layer stack [7] is chosen. As for performance 
parameters – an average UDP throughput and an average 
delay will be evaluated in both test-bed and simulation 
model.

A. Test-bed description
To be able to compare parameters of the simulated 

network with a real-world scenario, a test-bed network has 
been deployed. The network consists of 4 wireless nodes 
placed in 2x2 grid topology with a distance between them 
equals to 1 meter. The topology of the test network is 
illustrated on Fig.1.

As the network's node, an ARM-based system-on-chip 
(SoC) had been used with a wireless 802.11 adapter based 
on rt2800 mesh-compatible driver [8]. Then, a Linux OS 
with modified kernel and the open80211s [6]
implementation of the mesh standard has been installed on 
the SoC [9] (as in Fig. 2).

A mesh mode was switched on with HWMP routing 
protocol with default Airtime Link routing metric [10],
equation (1):

1 ,
1

t
a

f

Bc = O+
r e

  ⋅  − 
(1)

where
ca – the airtime cost;
O – a constant, which defines a channel access time 

depending on the used physical implementation (802.11a, 
802.11b);

Bt – test packet size (8192 bits);
r – channel data rate (Mbps);
ef – packet error probability.
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To evaluate r and ef values, a node sends a block of test 
packets. The length of the test packet is a default value 
which is set by the standard – 8192 bits.

In a case of independent packet errors, the packet error 
probability can be calculated as (2):

1 1 ,n
f o oe = ( p ) np− − ≈ (2)

where
p0 – transmission bit error probability;
n – number of bits being transmitted.

B. Simulation description
For the simulation purposes, NS-3 network simulator has 

been used [4] [11]. NS-3 is a discrete-event simulator with a 
special focus on Internet-based systems, consisting of 
different library components (core, simulation, node 
libraries, physical and channel models, network routing 
protocols implementations, etc.) written in C++. Such 
structure allows researchers to modify, adjust and simulate 
various networking scenarios. The general simulation 
architecture of NS-3 [11] is depicted on Fig. 3.

In order to simulate the real-world test-bed as accurate as 
possible, a few main network characteristics must match:
− the same 2x2 grid static topology;
− propagation loss model;
− physical interference model;
− modulation scheme and the frequency range (802.11g, 

6Mbps OFDM rate);
− 802.11s peer-link management protocol and HWMP 

parameters;
The 802.11g modulation standard has been used in both 

simulation and real test-bed since this is the most recent 
specification which is supported by the current 802.11s 

implementation (open80211s). The 802.11n standard is not 
supported yet by mesh devices.

HWMP stands for Hybrid Wireless Mesh Protocol, which 
is used as a default multi-hop routing scheme in 802.11s 
standard.

One of the important parameters used in the simulation is 
the chosen propagation loss model which should consider 
the real-world wireless medium irregularities such that 
various obstacles (walls, doors, people, etc.) and 
interferences (electrical equipment, other wireless systems, 
etc.). These factors decrease the signal strength in different 
ways.

In NS-3, there are several available propagation loss 
models [11]: fixed RSS loss model, Friis propagation loss 
model, Jakes propagation loss model, Nakagami 
propagation loss model, random propagation loss and log 
distance propagation loss models. They are used in different 
wired and wireless communication scenarios.

For our case, where the distance between the nodes is 
short and static, and the measurements are conducted in a 
building, the Log-Distance Propagation Loss Model [11]
was the most suitable and adaptive. This model calculates 
the reception power (received signal strength) using the 
following equation (3):

0 10
0

10 log ,dL = L + n
d

 
⋅ ⋅  

 

(3)

where
L0 – path power loss (signal attenuation) at reference 

distance (dB);
n – the pass loss distance exponent;
d – distance (m);
d0 – reference distance (m);
L – path power loss (signal attenuation) (dB).
To adapt this propagation loss model to a real test-bed, 

correct values of these variables has to be found. A 
YansWifi [11] physical interference model has been used to 
simulate the signal’s interference; a frequency range and 
modulation scheme have been taken from 802.11g standard 
with 6 Mbps bitrate. 802.11s HWMP routing parameters 
have been set to default values.

II. THE 802.11S ROUTING SCHEME

A 802.11s standard was developed by IEEE 802.11 task 
group in 2006 with main objective to overcome the 
limitations of traditional Wi-Fi star topologies (Access Point 
– Clients) and to enable a deployment of wireless mesh 

Fig. 2. The open80211s stack integrated into the Linux kernel.
Fig. 1. Test network topology with two experiments: 
a – 1 UDP connection; 
b – 4 simultaneous UDP connections.

      
   

Fig. 3. NS-3 main simulation objects.
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Fig. 4. A general architecture of 802.11s WMN network.

networks based on 802.11 MAC layer with layer-2 (L2) 
multi-hop routing scheme, provided by HWMP.

A general 802.11s based WMN architecture is shown in
Fig. 4. It consists of 4 classes of devices [9]:
− Mesh Point (MP) – wireless mesh node with data 

routing and forwarding functionality;
− Mesh Access Point (MAP) – wireless mesh node with 

additional functionality of wireless access point (AP), 
allowing different wireless clients to connect to WMN;

− Mesh Portal (MPP) – a gateway connecting WMN 
with another external networks;

− Stations (STA) – wireless 802.11 devices connected to 
MAP;

Currently, the 802.11s standard categorizes frames as 
data, control and management frames. Control frames are 
used for exchanging acknowledgements and path 
reservation messages, whereas the management frames 
perform a function of establishing and maintaining the
WMN. The 802.11s frame format provides additional mesh 
control fields for data routing over multiple hops, including 
source address (initial hop), destination address (final hop) 
and mesh source address [10].

III. HWMP PROTOCOL

Hybrid Wireless Mesh Network Protocol belongs to the 
class of so-called hybrid routing schemes, which means that 
it can work in both proactive and active modes alternatively 
or simultaneously.

In the reactive mode (Fig. 5a), the node's forwarding table 
is created right before the beginning of data transmission. 
Upon sending the data packets, a source node sends a 
broadcast Path Request (PREQ) message to its neighbors 
which change the Air-Time Metric value and forward it 
further. A sink node receives the PREQ and sends back a 
Path Reply (PREP) message back to the source. When the 
source node gets the reply (PREP), it obtains the 
information about the whole path (path metric) and makes a 
transmission decision [12].

In the proactive mode (as in Fig. 5b), the wireless mesh 
network has to set a root node, which transmits broadcast 
root requests (RREQ) in order to form a path tree. In such 
case, every mesh node has the information about how to 
deliver data packets to every other node through the root 
beforehand.

IV. EXPERIMENT MAP

As it has been mentioned above, the test topology of the 
WMN (real-world test-bed and NS-3 simulation script) 
represent a 2x2 grid with 1 m distance between two nodes, 
as it is illustrated on Fig.1.

Two main performance parameters are chosen for the 
evaluation – average UDP throughput and average one-way 
delay. A network traffic load parameter (in the form of a
number of simultaneous UDP connections) is chosen as a 
variable value.

In the real-world test-bed, the throughput value of the 
generated UDP traffic is estimated by the client side of the
iperf utility [13] after the channel having been loaded 
according to its established transmission bitrate.

The average one-way delay (OWD) under different traffic 
loads was measured using LTest tool [14]. The LTest utility
generates UDP traffic with fixed data rate and calculates
one-way delay from that. However, in contrary to 
measurements of RTT, on OWD, a high-precision time 
synchronization of the corresponding CPU clocks is crucial, 
which is provided by LTest. This provides highly accurate 
one-way delay values between sender (client) and receiver 
(server).

The duration of each test in the real-world test-bed as well 
as in the simulated network has been set to 100 seconds. The 
UDP packet size and each client’s UDP stream data rate 
have been set to 1024 Bytes and 6 Mbps correspondingly.

In the simulation script, the aforementioned parameters 
were calculated using formulas (4) and (5):

. ,rec bits
avg

lastbit firstbit

NR =
T T−

(4)

where
Nrec. bits – number of received bits;
Tlast bit and Tfirst bit – time of the last and the first bits 

received correspondingly;

 

      

Fig. 5.  Connection establishing between nodes 4 and 9: [5]
a – in HWMP reactive mode;
b – in HWMP proactive mode.
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.

,TOTAL
avg

rec packets

TOWD =
N

(5)

where
TTOTAL – total transmission time;
Nrec. packets – number of received packets.

V. MEASUREMENT AND SIMULATION RESULTS

After having conducted a number of experiments, we 
derived the dependencies of average throughput and average 
one-way delay as functions of UDP traffic load (number of 
UDP connections each with 6 Mbps data rate). It was stated 
that as the traffic load increases, a common wireless mesh 
network decreases significantly due to physical 
characteristics of wireless transmission medium (noisy 
environment, increasing interference) and current 
open80211s implementation. This fact is confirmed by the 
NS-3 simulation, where a similar behavior is detected. In 
general, the simulated average throughput values correspond
to the ones from the test-bed (as in Fig. 6). The absolute 
average throughput values in the worst case differ in about 
34%, and in the best case – 14%.

Furthermore, the average one-way delay increases as the 
number of UDP connections grow in both real test-bed and 
simulated networks with a very similar behavior. It can be 
explained with the fact that the 802.11s standard is mostly 
based on 802.11 MAC-layer which exploits CSMA/CA 
multiple access scheme. Therefore, with the increasing 
network traffic, the number of frame retransmission quickly 
increases, affecting the overall delay. Moreover, the current 
802.11s implementation (open80211s) is still under 
extensive development and sometimes we were faced with 
unstable network behavior under very high loads. However, 
under medium traffic loads, the real-world test-bed network 
behavior is stable, which is confirmed by the simulation 
illustrated on Fig. 7.

The average throughput values derived from both 
scenarios and their percentage difference are presented in 
Table 1. As it can be seen from the numbers, the relative 
difference between the real test-bed and the simulation 
model does not exceed 35% in the worst case (2 UDP 
connections), and is equal approximately to 14% in the best 
case (3 UDP connections). The simulation model becomes 
more accurate when there are two and more simultaneous 
connections, which can be explained by the fact that the 
signal interference starts to play the most significant role in
the network performance behavior, and the YansWifi signal 
interference model is well-implemented in NS-3 simulator.

In Table 2, the average one-way delay values and their 
corresponding percentage difference are presented. In this 
scenario, the similarity in the real test-bed and the 
simulation model behaviors is even better. The worst 
percentage difference is only 24% and the best one is 14%. 
In this case, it is quite difficult to establish the relation 
between UDP traffic intensity and the simulation model 
accuracy. These random fluctuations in accuracy deviations 
can be explained only by the randomness of wireless 
channel model used in NS-3 simulator and by unpredictable 
behavior of the real wireless medium.

TABLE I
AVERAGE THROUGHPUT VALUES OF REAL TEST-BED AND SIMULATION,

(KBPS)
Number of UDP 

connections 1 2 3 4

Simulation, Kbps 4471.6 2387.8 1403.6 908.3
Real test-bed,

Kbps 3415.8 1677.3 1209.3 744.7

Percentage 
difference 26 % 34 % 14 % 19 %

TABLE II
AVERAGE ONE-WAY DELAY VALUES OF REAL TEST-BED AND 

SIMULATION, (MS)
Number of UDP 

connections 1 2 3 4

Simulation, ms 1.54 4.81 62.85 743.1
Real test-bed, ms 1.84 5.84 73.86 946.34

Percentage 
difference 17 % 19 % 16 % 24 %

All in all, a discrepancy in the calculated values is 
acceptable and can be explained by non-ideal wireless 
physical medium (additional noise sources, random noise, 
etc.), occasional unstable behavior of open80211s 
implementation and wireless driver (rt2800) as well as
current 802.11s model characteristics in NS-3. However, the
similarity between test-bed and simulated network model is 
clearly seen.

VI. CONCLUSION

Basing on the results derived from the experiments, we 
can observe that the behaviors of the real test-bed and the 
simulated network are quite similar. It means, that the
physical, interference and channel models in NS-3 simulator 
are set with sufficient accuracy and fit to the purposes of 
evaluation performance parameters of different wireless 
mesh networks with various topologies. Moreover, the 

Fig. 7. Average one-way delay per stream in real test-bed and simulation.

Fig. 6. Average UDP throughput per stream behavior in real test-bed and 
simulation.
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802.11s protocol stack (Peer Link Management protocol and 
HWMP) implemented in NS-3 adequately imitates hybrid 
routing schemes and link establishing algorithms of real 
wireless mesh network implementation based on 
open80211s.

Therefore, the experiment results allow us to conclude 
that the proposed NS-3 simulation model can be used for 
wireless mesh networks performance evaluation with 
satisfactory accuracy in ongoing FILA projects (SoCiEr, 
Smartlight) as well as in any future projects which involve 
wireless mesh networking communication.
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Abstract—The use of system-on-chip (SoC) platforms has 
emerged as an important integrated circuit design trend for 
communication and industrial control applications. At the 
same time, requirements of stable, efficient and precise 
processing time values are growing rapidly. Since the ARM 
processor doesn't possess known timers of PC-platforms such 
as TSC counter or HPET timer, the common way to obtain 
time values on ARM-architecture is still only through Linux 
system calls which are mapped to ARM specific time counters.
Indeed, direct access to hardware can help to reduce costs 
down to 200 nanoseconds against 2-1 microseconds of the time 
acquisition via Unix system call interface. However, designing 
this approach is a challenging task. This paper describes 
specific issues and features of tracking system time on the 
ARM Cortex A8 processor under Linux OS.

Keywords: timestamp precision; time-keeping; embedded 
Linux; ARM architecture.

I. INTRODUCTION 

Over the last few years, the ARM architecture has 
become the most pervasive 32-bit architecture in the world, 
with wide range of integrated circuits available from various 
manufacturers. ARM processors are embedded in products 
ranging from cell/mobile phones to control systems of wind-
turbines. Depending on the specific products [1][2][3], 
requirements of meeting timing constrains vary from 
reaction in a predefined time frame (as in the hard-real time 
system) and not critical timely responsiveness (as in the
soft-real time system). However, any real-time requirements 
on ARM embedded projects can’t be met without reliable 
development platform.

The Linux kernel offers interrupt latency less than 100 
nanoseconds in most cases on today's fast processors. 
Although, the non-deterministic nature of task scheduling 
may make it unsuitable for some hard real-time systems, the 
wealth of utility programs included with Linux makes it 
ideal for such tasks as report generation as well as 
networking and addressing interoperability issues [4][5]. 
Though the Linux OS, running on diverse ARM 
architectures becomes increasingly popular in embedded 
systems, often exactly the lack of high-precision time 
control pushes system designers to decisions against Linux-
based, towards more costly FPGA- or ASIC-based solutions

Modern PC-platforms come with different hardware 
timers having different attributes. The most popular in the 
PC domain is a 64-bit TSC counter which represents relative 
time values and counts CPU cycles from the power on or 

reset of the computer. The HPET device provides multiple
timers, each consisting of a timeout register that is compared 
with its central counter. Meanwhile, the timing mechanism 
of ARM-architecture appears more complex. The time 
performance on ARM is limited by a 32-bit register with a 
relatively low frequency of 41 ns and hence, the overflow 
occurs in less than every 3 minutes. Additionally, ARM 
specific restrictions of memory management allow 
accessing to registers only from kernel space.

The remainder of the paper is organized as follows. In 
Section II, related work is described. Section III shows the 
specific details of each initial time source within the ARM 
Cortex A8 processor. Some experimental results of 
appropriate timer sources along with their performance 
characteristics are shown in Section IV. Finally, Section V 
describes next steps and future work in our effort to develop 
a tool for efficient high-performance measurements.

II. RELATED WORK

Since the essence and importance of time acquisition in 
embedded systems has become apparent, several research 
projects have suggested to design timing mechanism for 
real-time application [6][7]. However, these researches 
consider handling of timer on the outdated platforms, such 
as, for example, AVR microcontrollers. In other proposals, 
the entire time capturing process is integrated into dedicated 
hardware devices [8]. For PC-platforms based on x86 and 
x86-64 processors, the idea of the invention single structure 
providing access to different hardware timers has already 
been suggested [9][10]. Nevertheless, our investigations 
directed to specific timers of ARM-architecture with the 
potential purpose of designing the new accurate real-time 
system 

III. ARM CORTEX A8 SPECIFIC CLOCKS AND TIMERS 

All current investigations are being performed on the 
BeagleBone credit-card-sized Linux computer with single-
core AM335x Cortex A8 ARM processor under the Debian 
GNU/Linux 7.0 with the stable kernel version 3.8.10. 

On the given platform, maximum performance and 
operation timer for user satisfaction is ensured by the special 
power, reset, and clock management (PRCM) module. This 
module provides a centralized control for the generation, 
distribution and gating of most clocks in the device. PRCM 
gathers external clocks and internally generated clocks for 
distribution to the model in the device. Moreover, PRCM
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manages the system clock generation.
Following to the processor's technical manual [11, 

Chapter 8], the device has two reference clocks which are 
generated by on-chip oscillators or externally. These are for 
the main clock tree and RTC block, respectively. In the case 
of an external oscillator, the 32-KHz crystal oscillator is 
controlled and is configurable by RTC. This device also 
contains an on-chip oscillator. This oscillator is not 
configurable and is always on. The main oscillator on the 
device produces the master high frequency clock.

Therefore, we assume that there are oscillators with at 
least two different frequencies. The first one is widespread 
32,768 kHz frequency, which is exactly 215 cycles per 
second, a convenient rate to use with simple binary counter 
circuits. In this case, the time resolution is 31,25 µsec The 
second value, so called master frequency, is equaled to 25 
MHz with 40 nsec resolution, which allows performing 
comparatively fast measurements. Table 1 gives more 
detailed description of available clocks. 

TABLE I
CLOCKS RESOLUTION AND MAXIMUM RANGE

Clock Prescaler Resolution Interrupt 
Period Range

Wraps 
every

32.768 
KHz

1 (min) 31.25 us 31.25 us to 
~36h 35m 37 h

256 (max) 8 ms 8 ms to 
~391d 22h 48m

25
MHz 

1 (min) 40 ns 40 ns to
~171.8s 2, 983 m

256 (max) 10.24 us ~20.5 us to 
~24h 32m

A prescaler is an electronic counting circuit, which allows 
the timer to be clocked at the rate user desires. The prescaler
takes the basic timer clock frequency and divides it by some 
value before feeding it to the timer. For the given clocks, 
prescaler's divisor varies from 1 to 256 and accordingly 
provides 8 different values (divisible by two) of clock 
resolution. So, with every increase of clock range, the 
resolution is decreased.

According to the processor specification [11, Chapter 20], 
four possible timers exist on this processor:
− Dual Mode Timer (DMTimer);
− Dual Mode Timer 1 ms (DMTimer 1 ms);
− Real Time Clock Subsystem (RTS_SS);
− WATCHDOG.

The peripheral DMTimer is 32-bit timer and the module 
contains a free running upward counter with auto reload 
capability on overflow. The timer counter can be read and 
written in real-time (while counting) and configured for 32-
bit or 16-bit operation. DMTimer can be configured in three 
modes of operation: timer mode, capture and compare 
mode. The compare logic allows an interrupt event on a 
programmable counter matching value. The capture mode 
allows capturing of the timer value in a separate register 
based on an input signal. By default, after core reset, the 
capture and compare modes are disabled. 

In fact, DMTimer provides eight multiple timers: 
− The DMTimer0 can only be clocked from the internal 

RC oscillator of 32.768 KHz.

− The DMTimer1 is implemented using the 
DMTimer_1ms module, which is capable of generating 
an accurate 1 ms tick using a 32.768 KHz clock. During 
low power modes, the master oscillator is disabled. 
Hence, in this scenario for generating the OS 1ms tick 
and timer based wakeup, it is sourced from the 32K RC 
oscillator. 

− Each functional clock of DMTimer[2-7] is selected 
using the associated register from 3 possible sources: 
the 24-MHz system clock, the 32.768 KHz clock (see 
Table 1) or the external timer input clock. The 
availability of particular DMTimer[2-7] depends on the 
platform implementation. The Linux kernel already 
contains dmtimer driver, which allows using system 
time through accessing to the DMTimer2. Therefore, 
this timer is considered as preferable.

Additionally, as any other electronic device, the given 
processor possesses RTC clock, which keeps time of day, 
and have an alternate source of power, so that it works even 
with system power off. The RTC supports external 32.768-
kHz crystal or external clock source of the same frequency. 

The processor also contains a WATCHDOG timer based 
on an upward 32-bit counter coupled with a prescaler. It 
causes the system to be reset if it is not poked periodically. 
After reset generation, the counter is automatically reloaded 
with the value stored in the watchdog load register, the 
prescaler is reset and the timer counter begins incrementing 
again. 

IV. TIME FETCHING PERFORMANCE RESULTS

On ARM platforms, all I/O access is memory-mapped. 
That means that timers’ registers have their specific address 
stored in a known private memory region and access to them 
potentially possible only from kernel space. The dmtimer
driver available in Linux also does not provide high-level 
abstractions. It is merely a small library supplying some 
functions for the clients of DMTimers to reserve and 
program the timers. So, the clients have to manage all the 
low-level programming and interrupt handling themselves.
Accordingly, this driver is considered not used by many.

So, the suggested way of avoiding this obstacle for user 
would be writing a character device driver and implement 
mmap() function and the read-only access to the timer. It 
will allow mapping of the physical address of the 
DMTimer2 main counter to a virtual address in the program 
memory space.

The idea of timers map is as follows: firstly, the user 
process invokes an appropriate mmap() function and the 
kernel calls the device driver passing all necessary 
parameters. The driver validates the request and executes a 
function to map the necessary range of physical addresses 
into the address space of the user space. The driver returns 
an exit code to the kernel and the kernel re-dispatches the 
user process. Therefore, the user process accesses data of 
timing hardware by accessing the virtual address returned to 
it from mmap() call. Herewith, inaccurate offset in timer 
register from user space is handled in the open device 
operation in kernel space and in the case of error, returns 
user appropriate message.

Table 2 shows the performance results of getting the time 
values using direct access to hardware versus using a system 
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call. Initially hardware timer, DMTimer2 with 25 MHz 
frequency was chosen. For the system call, clock_gettime() 
was issued. For this investigation, time was fetched in a  
loop of 10 million consecutive runs. The values are not 
filtered.

TABLE II
THE COSTS OF OBTAINING TIME VALUES ON ARM PROCESSOR

Time source Mean, µsec Standard 
deviation, µsec

System Call 1.025 2.201
Direct Access 
to DMTimer 0.201 0.800

Additionally, during these tests, CPU system time was 
estimated relatively real execution time of the program. In 
fact, CPU costs value of system call is more than 10 times 
greater than direct access to hardware.

TABLE III
CPU COSTS ON ARM CORTEX A8 PROCESSOR

Time source Real time of 
test execution System time Percentage 

ratio

System Call 2m 59.203s 0m 20.846s 11.632%
Direct Access
to DMTimer 2m 15.723s 0m 1.303s 0.960%

The chart in Fig. 1 demonstrates more detailed results of 
this experiment. The range of samples was decreased to 
track the behavior of timers more carefully. It shows the 
clear similarity of both timers’ behaviors and proves that the 
given system interacts with this particular DMTimer2 
hardware.

Fig. 1. Measurements of timers costs on the ARM Cortex A8 processor

V. CONCLUSION AND FUTURE WORK

With the rapid development of the field of industrial 
process control and the wide range of embedded systems, it 
is necessary to make a higher demand of the time accuracy 
and reliability of the control system. The embedded ARM 
Cortex A8 platforms can adapt to strict requirements of the 
time acquisition and potentially become a basis for building 
new real-time systems. 

Nevertheless, primarily the number of significant issues 
must be satisfied. Firstly, the reliable interface allowing 
interacting with system timer must be provided, wherein the 
benefits of hardware access (such as low cost of obtaining 
values and low CPU costs) are saved. Secondly, a protection 

from timer 2.9 min overflow should guarantee meeting real-
time constraints. Therefore, at this stage accomplishment of 
all above challenges is in progress. Moreover, to the next 
steps, the better support of the ARM Cortex A9 processor 
will be addressed. The potential benefits of multi-core 
processors for real-time embedded systems are enormous, 
but however have even more dangerous drawbacks.
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Abstract—In this paper we investigate various algorithms 
for performing Fast Fourier Transformation (FFT)/Inverse 
Fast Fourier Transformation (IFFT), and proper techniques
for maximizing the FFT/IFFT execution speed, such as 
pipelining or parallel processing, and use of memory structures 
with pre-computed values (look up tables - LUT) or other 
dedicated hardware components (usually multipliers). 
Furthermore, we discuss the optimal hardware architectures 
that best apply to various FFT/IFFT algorithms, along with 
their abilities to exploit parallel processing with minimal data 
dependences of the FFT/IFFT calculations. An interesting 
approach that is also considered in this paper is the application 
of the integrated processing-in-memory Intelligent RAM 
(IRAM) chip to high speed FFT/IFFT computing. The results 
of the assessment study emphasize that the execution speed of 
the FFT/IFFT algorithms is tightly connected to the 
capabilities of the FFT/IFFT hardware to support the provided 
parallelism of the given algorithm. Therefore, we suggest that 
the basic Discrete Fourier Transform (DFT)/Inverse Discrete 
Fourier Transform (IDFT) can also provide high 
performances, by utilizing a specialized FFT/IFFT hardware 
architecture that can exploit the provided parallelism of the 
DFT/IDF operations. The proposed improvements include 
simplified multiplications over symbols given in polar 
coordinate system, using sinе and cosine look up tables, and an 
approach for performing parallel addition of N input symbols. 

Keywords: Cooley-Tukey, DFT/IDFT, FFT/IFFT, Intelligent 
RAM, look up tables, OFDM, pipeline and parallel processing, 
polar coordinate system.

I. INTRODUCTION

The Fast Fourier Transform and the Inverse Fast Fourier 
Transform are widely used efficient and fast techniques for 
computing the Discrete Fourier Transform and the Inverse 
Discrete Fourier Transform, respectively. The reduced 
number of FFT/IFFT calculations required for performing 
the same set of DFT/IDFT objectives, results in decreasing 
the execution complexity from O(N2) to O(Nlog2N), on 
algorithmic level [1][2]. Consequently, FFT/IFFT modules 
are extensively used for analysis and implementations of 
communication systems with real-time data transmission 
requirements. Additionally, the recent advances in chip 
production technologies, as well as in FFT/IFFT algorithms,
have resulted with production of several FFT/IFFT chips 

that allow significant processing speed up (multi Gb/s) [3]-
[6], as well as decreased chip area and reduced energy 
consumption [7]-[9].

The most important and used FFT/IFFT application is the 
orthogonal frequency division multiplexing (OFDM), which 
is the dominant transmission technique used in the 802.11 
set of WLAN standards [10]. This advanced modulation 
technique divides the available spectrum into many 
overlapping subcarriers, thus allowing more effective 
channel utilization and reducing inter-symbol interference 
(ISI) and inter-carrier interference (ICI) caused by multi-
path effect [11]. 

IFFT/FFT modules execute the main functionality in 
OFDM systems on sending/receiving side, allowing signals 
to be converted from frequency/time domain to 
time/frequency domain [2]. Actually, the process of 
modulation of the subcarriers in the channel with symbol 
information and making them orthogonal to each other is 
performed by means of IFFT on the sending side, whereas 
the FFT is used for efficient demodulation of the received 
signal. By including the IFFT and FFT modules in OFDM 
systems, the signal processing complexity is reduced (at 
both, transmitting and receiving side) and higher 
transmission rates are achieved.

Efficient FFT/IFFT implementation is a topic of 
continuous research in the recent years [3][4], and the main 
goal is  reducing the processing complexity of the FFT/IFFT 
calculations. In general, there are two directions in this area 
of research. The first one refers to developing algorithms for 
FFT/IFFT and their optimization. Best known algorithms in 
this field, worth mentioning in this paper are radix-2, radix-
4, radix-8 and split-radix variations of the Cooley-Tukey (C-
T) algorithm [12][13] as well as Winograd algorithm [14] 
By increasing the base in C-T algorithm, the number of 
operations is decreased, resulting in FFT/IFFT split-radix 
implementation becoming superior compared to Winograd 
algorithm [15]. The second approach is focused on hardware 
architecture improvements and optimization of the 
FFT/IFFT module. This includes adequate techniques for 
parallel processing and pipelining, memory structures for 
preservation of previously calculated results, as well as 
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dedicated components (usually multipliers) for more rapid 
calculations [16][17].

The FFT/IFFT implementation, in order to obtain better 
performances, can be achieved with various hardware 
components, including digital signal processors (DSPs), 
general purpose processors (GPPs), smart memories 
(IRAM), application specific integrated circuits (ASICs) or 
specialized circuits implemented on FPGA. The research 
has shown that GPPs and DSPs [14] are programmable and 
flexible, but cannot completely satisfy the fast processing 
requirements. On the other hand, the IRAM architecture is 
insufficiently explored, but considering its abilities to
provide high memory bandwidth and strided memory 
accesses, it is expected to provide promising results [18]. 
Most of the FFT/IFFT implementations are realized as 
specialized logic circuits, characterized with different forms 
of parallel computing. FPGA components are utterly 
suitable for implementation of this type of circuits, 
providing a tradeoff between speed, cost, flexibility and 
programmability [2][6][15][16][19].

The aim of this paper is to investigate various algorithms 
for FFT/IFFT computation and to discuss their hardware 
implementation that mostly satisfies the high speed 
processing requirements. Actually we talk about several 
parallelization techniques and methods, emphasizing the 
problem of data dependences in the FFT/IFFT calculations 
that limit the processing speed and the maximal utilization 
of the available hardware resources. Therefore, we suggest 
that the basic DFT/IDFT calculations are very suitable for 
parallelization, which can be further improved by 
implementing several optimizations of the addition and 
multiplication operations over complex numbers. In order 
to be effective, the provided modifications should be 
supported by a specialized processor-in-memory 
architecture. Initial ideas for implementing such approach, 
are presented in this paper. 

This paper is organized in five sections. Section two 
discusses variety of FFT/IFFT algorithms for fast 
calculation of the DFT/IDFT and compares their efficiency. 
Section three provides an overview of different FFT/IFFT 
hardware implementations, discussing the achievable speed 
up by introducing parallelism. Section four presents several 
techniques for efficient hardware implementation of the 
basic DFT/IDFT computations, as well as possible 
DFT/IDFT improvements of the multiplication and addition 
operations, which are essential for performing the 
summation of products in the DFT/IDFT. The proposed 
improvements should involve maximal parallelism, during 
the execution of the DFT/IDFT computations. The paper 
ends with a conclusion, stated in section five.

II. SOFTWARE OPTIMIZATION OF DISCRETE FOURIER 
TRANSFORM

The DFT/IDFT is the most important discrete transform, 
used to perform Fourier analysis in many practical 
applications. For example, it has a fundamental function for 
modulation and demodulation in OFDM systems [2]. This 
transformation deals with a finite discrete-time signal and a 
finite or discrete number of frequencies, so it can be 
implemented in computers by numerical algorithms or even 
-vector dedicated hardware.

Given n real or complex inputs x0,…,xn-1, the DFT [2] 
[20], is defined as:
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Straightforward computation of both DFT and 
convolution is a matrix-vector multiplication, given as 

→

• gW and takes O(N2) operations, for N being a 
transformation size.

The breakthrough of the Cooley-Tukey algorithm's family 
derives from its capability of significantly cutting down 
DFT’s O(N2) complexity to an order of O(Nlog2N), [13]. 
This advance in computational theory inspired and 
motivated a stream of researches targeting even further 
speed up and efficiency of performing DFT, and eventually 
a whole new class of algorithms was introduced, known as 
FFT algorithms. A common feature for most FFT algorithms 
is their order of complexity - O(Nlog2N).

A. Divide and Conquer Approach as a Basis for FFT 
Algorithms

The DFT usually arises as an approximation to the 
continuous Fourier transform, allowing functions sampling 
at discrete intervals in space or time. In order to make the 
DFT operation more practical, several FFT algorithms were 
proposed. The fundamental approach for all of them is to 
make use of the properties of the DFT operation itself, and 
thus reduce the computational cost of performing the DFT 
calculations. This is basically achieved by implementing the 
divide and conquer approach [21], which is a basis for most 
of the algorithms for effective computation of DFT. 

We already stated that the discrete Fourier transform is a 
matrix product, whereas 10 ,..., −Nxx is the vector of input 
samples, T

NXXx ),...,( 10 −= is the vector of transform 
values and WN is the primitive Nth root of unity, so that WN =

1),/2exp( −=− iNiπ [20]. This product is given by the 
following equation:
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WN is also referred to as the twiddle factor or phase 
factor. This value being a trigonometric function over 
discrete points around the 4 quadrants of a two dimensional 
plane, has symmetric and periodic properties [22]. Using 
these properties of the twiddle factor, unnecessary 
computations of the DFT can be easily eliminated. 
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The direct evaluation of the matrix-vector product 
requires N2 complex multiplications and additions. In order 
to reduce this huge number of operations, a divide and 
conquer approach is implemented. The general idea of this 
methodology is to map the original problem into several 
sub-problems in such a way that the following inequality, 
[20], is assured:

cost(subproblems) + cost(mapping) < cost(original problem)   (4)

The real influence of this method is that, regularly, the 
division can be applied recursively to the sub-problems as 
well, thus leading to a reduction of the order of complexity.

The important point in (4) is that the divide and conquer 
scheme is consisted of two clear costs: the cost of the 
mapping (which can be zero when looking at the number of 
operations only) and the cost of the sub-problems. As a 
consequence, different types of divide and conquer methods 
make an effort to find balancing schemes between the 
mapping and the sub-problem costs [20]. As an example, the 
Cooley-Tukey radix-2 algorithm can be considered, where 
the sub-problems results being quite trivial (only sum and 
differences), although the mapping requires twiddle factors 
that lead to a large number of multiplications. On the 
contrary, in the prime factor algorithm, the mapping is done 
only by means of permutations (no arithmetic operation are 
required), while the small DFTs that appear as sub-problems 
indicate substantial costs since their lengths are co-prime 
numbers. 

B. Families of FFT Algorithms
There are two core families of FFT algorithms: the 

Cooley-Tukey algorithms and the Prime Factor algorithms,
[20]. These classes of algorithms differ in the way they 
translate the full FFT into smaller sub-transforms. Mostly 
two types of routines for Cooley-Tukey algorithms are used: 
mixed-radix (general-N) algorithms and radix-2 (power of 
2) algorithms. All Radix algorithms are similar in structure, 
differing only in the core computation of the butterflies, 
[23]. Each type of algorithm can be further categorized 
according to additional features, such as whether it operates 
in-place or requires an additional scrape space, whether its 
output is in a sorted or scrambled order, and whether it uses 
decimation-in-time or -frequency iterations.

1) Cooley-Tukey Algorithms
The Cooley–Tukey set of algorithms comprises the most 

common fast Fourier transform (FFT) algorithms. They re-
expresses the discrete Fourier transform (DFT) of an 
arbitrary composite size N = N1N2 in terms of smaller DFTs 
of sizes N1 and N2, recursively, in order to reduce the 
computation time to O(Nlog2N) for highly-composite N 
(smooth numbers). Usually, either N1 or N2 is a small factor 
(not necessarily prime), called the radix (which can differ 
between stages of the recursion) [20]-[23]. If N1 is the radix, 
the Cooley–Tukey algorithm is called decimation in time 
(DIT), whereas if N2 is the radix, it is decimation in 
frequency (DIF).

A radix-2 DIT FFT is the simplest and most common 
form of the Cooley–Tukey algorithm, although highly 
optimized Cooley–Tukey implementations generally use 

some other forms of the algorithm. Radix-2 DIT 
decomposes a DFT of size N into two interleaved DFTs 
(hence the name "radix-2") of size N/2 with each recursive 
stage, eventually resulting in a combining stage containing 
only size-2 DFTs called "butterfly" [13], operations (so-
called because of the shape of the data-flow diagrams, Fig. 
1). 

Besides the radix-2 Cooley-Tukey algorithm, other 
implementations with radixes of 4 and 8 are also used. 
Actually, the value of the radix (2, 4, 8) indicates that the 
total number of points used for the transformation can be 
expressed as 2x, 4x or 8x, accordingly [15]. Therefore, the C-
T algorithm can execute parallel and independent butterfly 
operations with 2, 4 or 8 input/output values, in each of the 
algorithm phases (for radix x, the number of phases is 
logxN,). 

Mixed-radix (also called split-radix) algorithms work by 
factorizing the data vector into smaller lengths. These can 
then be transformed by FFTs with small number of points, 
noted as small-N FFT [24]. Typical programs include FFTs 
for small prime factors, such as 2, 3 or 5, which are highly 
optimized. Actually, the idea of this algorithm is to use 
many multiplied small-N FFT modules and combine them in 
order to make longer transforms. If the small-N modules are 
supplemented by an O(N2) general-N module then an FFT of 
any length can be computed. Of course, any lengths which 
contain large prime factors would perform only as O(N2).

The well-known radix-2 Cooley–Tukey algorithm is a 
simplified version of the mixed-radix algorithm, realized by 
the use of FFT modules whose lengths are only power of 
two. Radix-2 algorithms have been the subject of much 
research into optimizing the FFT. Many of the most efficient 
radix-2 routines are based on the “split-radix” algorithm 
[15]. This is actually a hybrid which combines the best parts 
of both radix-2 ("power of 2") and radix-4 ("power of 4") 
algorithms, for computing distinctive partitions of the 
Fourier’s transformation. 
2) Prime Factor Algorithms

The prime-factor algorithm (PFA), (also known as the 
Good–Thomas algorithm), is a FFT algorithm that re-
expresses the DFT of a size N = N1N2 as a two-dimensional 
N1×N2 DFT, but only for the case where N1 and N2 are 
relatively prime. These smaller transforms of size N1 and N2
can then be evaluated by applying PFA recursively or by 
using some other FFT algorithm. Although this algorithm 
has a very simple indexing scheme, it only works in the case 
where all factors are co-prime, which makes it suitable as a 

Fig. 1.  Flow graph of 8-point DIT FFT radix-2 Cooley–Tukey algorithm.
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TABLE I
COMPARISON OF MULTIPLICATION AND ADDITION COMPLEXITY OF DFT AND COOLEY-TUKEY BASED FFT/IFFT ALGORITHMS

specialized algorithm for given lengths, [25]. PFA is also 
closely related to the nested Winograd FFT algorithm, 
where the latter performs the decomposed N1 by N2
transform via more sophisticated two-dimensional 
convolution techniques [26]. Winograd algorithm is 
requiring the least known number of multiplications among 
practical algorithms for moderate lengths DFTs.

Another less known algorithm is Fast Hartley Transform 
(FHT) [27]. This effective algorithm cannot be classified in 
formally presented families, since its core characteristic is 
what moves them apart. For the DFHT, the kernel is real, 
unlike the complex exponential kernel of the DFT. For 
complex data, each complex multiplication in the 
summation requires four real multiplications and two real 
additions using the DFT. For the DFHT, this computation 
involves only two real multiplications and one real addition.

It can be noticed that performing efficient and fast 
discrete Fourier transform, truly inspired researchers and 
burst many peoples’ creativity. Sequentially, along with 
many ideas, came many experiments, evaluations and 
analysis. An effort was made to sum up the general 
conclusions in terms of complexity (meaning effectiveness) 
of the different types of FFT algorithms. Table 1 and Table 
2 present the results.

From the results gathered in Table 1 and Table 2, an 
assumption can be made, that in general, split-radix
algorithm achieves best performance. However, its irregular 
structure introduces some difficulties during the 
implementation [15]. Observing Table 1, another thing can 
be noticed, and that is the obvious decrement of the number 
of operations required for FFT, with each increment of 
algorithms' radix. Regarding the Prime Factor Algorithms, 
from Table 2 it can be concluded that Winogard is more 
efficient for smaller FFT sizes while for FFTs with input 
array sizes grater then 500 points, Prime Factor Algorithms 
present better results. Thus, for this family of algorithms a 
general winner or leading algorithm cannot be determined. 

At this stage, we conclude FFT algorithms brief overview 
and efficiency evaluation, considering different manners of 
influencing DFT performances' only through algorithms, i.e. 
optimization in software. Nevertheless, these influences' 
impact depends on the characteristics of the platform the 
algorithms are executed on. Thus, this paper elaborates the 
FFT algorithms possible hardware implementations in 
section 3, as well.

C. FFT Parallelization and Optimization in Software
The emergence of multi-core processors also encouraged 

further research and optimization of FFT algorithms. The 
most popular of the previously discussed algorithms were 

rewritten introducing multi-threaded FFT programs. 
However, well known rule of thumb is that, the more the 
code is optimized, the harder it is to be realized in parallel. 
Most researches in this direction go with sequentially 
executing code until a parallel region is reached where 
multiple threads can be employed, [28]. This practice is 
truly more a need, since FFT algorithms' separate stages 
depend on each other's results. 

An accent was also put on joint resources, like twiddle 
factors and bit reversal mapping which are commonly 
presented as lookup tables (LUT) [28][29]. But then again, 
memory may be saved, but usually the case is that memory 
accesses are far more expensive (in terms of speed of 
execution) then arithmetic operations, due to slower 
memories. The consequence of this type of implementation 
may not be the performance one hoped for. This particular 
fact was the starting point for the FFTW project, [30], where 
an effort was made for maximum utilization of computers' 
fast memory (cache and RAM), by introducing self-
optimizing FFT algorithms on the behalf of specialized 
compiler, that adapt themselves in the form most suitable for 
particular architecture implementation.
Sdalksdf

III. HARDWARE OPTIMIZATION OF FFT ALGORITHMS 
IMPLEMENTATIONS

Efficiency comparison on all previously discussed 
algorithms makes no real sense if they are not associated 
with their hardware application. By hardware, we mean 
certain architecture and particular platform. It was proven 
that the desired performance requirements will only be met 
if FFT algorithms are applied into suitable hardware set. 
Architectures vary in number of available processing units 
as well as in memory size and distribution. These two main 
features have inevitable impact on FFT algorithms 
efficiency, since they cover parts of FFT which proved to be 
the most intense – arithmetic operations and memory 
accesses.

A. Various Platforms for FFT Algorithms Hardware 
Implementations

Several architectures have been proposed [31][32], each 
of them trying to optimize the load of memory accesses and 
increase overall speed of FFT execution. These architectures 
effectiveness can be further evaluated by physical 
implementation. Today’s cutting edge technology provides 
number of hardware platforms fit for deploying FFT 
algorithms. In this paper GPP, DSP as well as specialized 
hardware circuits – ASIC and FPGAs implementations are 
discussed.

DFT C-T Radix-2 C-T Radix-4 C-T Radix-8 C-T Split Radix

Poin
ts

Real 
Adds 

Real 
Muls Total Real 

Adds 
Real 
Muls Total Real 

Adds 
Real 
Muls Total Real 

Adds 
Real 
Muls Total Real 

Adds 
Real 
Muls Total

16 992 1024 2016 152 24 176 148 20 168 148 20 168
32 4032 4096 8128 408 88 496 388 68 456
64 16256 16384 32640 1032 264 1296 976 208 1184 972 204 1176 964 196 1160
128 65280 65536 130816 2504 712 3216 2308 516 2824
256 261632 262144 523776 5896 1800 7696 5488 1392 6880 5380 1284 6664
512 1047552 1048576 2096128 13576 4360 17936 12420 3204 15624 12292 3076 15368
1024 4192256 4194304 8386560 30728 10248 40976 28336 7856 36192 27652 7172 34824



15

Proc. of the International Conference on Applied Innovations in IT, (ICAIIT),  Volume 2, Issue 1, March 2014

    Architectural and design issues which are to be 
considered for diverse FFT hardware implementations are: 
precision of data, number of points for FFT size, and 
memory usage. Then performance evaluation is done 
according to power consumption, required circuit board area 
and desired circuit frequency. The value of these variables 
depends on the application which makes use of FFT i.e. 
employs it, and what's even more is that these same 
parameters have impact on the whole system (FFT 
algorithm + platform) performances.

1) General Purpose Processors
Many research efforts have been performed in this area 

[30][33] being just part of it. What is interesting to notice is 
that a greater part of the execution time was spent on load 
and store operations, compared to actual arithmetic 
computations [20]. This is a straightforward consequence of 
the GPP architecture, designed to satisfy many diverse 
applications' needs. Thus, from all implementations, this has 
proven to be the least effective one. Nevertheless researches 
utilizing these platforms continue, since many upper layer 
applications, using everyday technology (consisting GPPs) 
require FFT. Hence, a great advancement is made with the 
FFTWs' development, which provides an opportunity for 
one to choose an optimal algorithm for particular GPP, due 
to its adaptive features, by benchmarking FFTW library. 
From the gathered results it is obvious that for different FFT 
size, different platform is more convenient.
2) Digital Signal Processors

DSPs offer the best flexibility, but limited performance. 
These processors sturdily service multiply/accumulate based 
algorithms. Unluckily, this is not the case of any FFT 
algorithm (where sums of products have been changed to 
fewer but less regular computations) [20]. Still, DSPs now 
meet some of the FFT requirements, like modulo counters 
and bit-reversed addressing. If the modulo counter is 
general, it will help the implementation of all FFT 
algorithms, but it is often restricted to the Cooley-
Tukey/SRFFT case only (modulo a power of 2), for which 
proficient timings are provided on nearly all available 
machines by manufacturers, at slightest for small to medium 
lengths. DSPs achieve low development cost compared to 
dedicated hardware solutions, although at the expense of 
medium performance and high power consumption.
3) Application Specific Integrated Circuit

Application Specific Integrated Circuits are famous for 
being the fastest platform for processing intense operations. 
Many hardware product vendors like Xilinx and Altera 
accepted this appropriateness of using ASIC chips for FFT 
implementations, and have developed high performance IP 
cores, from which designers benefit in reducing the time

required for various product development. Compared to 
GPU and DSP they provide flexibility in terms of 
algorithms, meaning they are convenient not only for 
traditional Cooley-Tukey algorithms but also for PFA, [34]. 
Another reason to use them is their power efficiency 
requirements which are lowest of all. 
4) Field Programmable Gateway Arrays (FPGA)

Fast Fourier transform has been playing an important role 
in digital signal processing and wireless communication 
systems, so the choice of FFT sizes is decided by different 
operation standards. It is anticipated to make the FFT size 
configurable according to the operation environment, since 
achieving a successful design means the system should be 
able to support different operating modes required by 
diverse applications with low power consumption 
requirement [35]. This is the reason why reconfigurable 
hardware has been paid more attention recently. FPGAs 
combine ASICs desired speed of operation with the 
flexibility provided from DSP, resulting in a perfect match 
for FFT implementations. Additionally, the capability of 
changing the source code according to current specific 
application makes this type of platform convincing winner 
for FFT implementation. Despite of all the upsides, a 
disadvantage must be mentioned, and that its power 
consumption. 

Further, this paper presents another not so explored 
platform, but from our point of view, suitable for FFT 
implementation, and that is Intelligent RAM–IRAM.
5) Intelligent RAM

Intelligent RAM [18], is another merged DRAM-logic 
processor, designed at the Berkeley University of California 
by a small Patterson's team of students. This chip was 
designed to serve as multimedia processor on embedded 
devices. As a result of the design studies of the Berkeley's 
team research group, it was shown that most applicable 
architecture to multimedia processing is vector architecture, 
rather than MIND, VLIW, and other ILP organizations [36]. 
This is basically because of the vector processors' abilities to 
deliver high performance for data-parallel tasks execution, 
and to provide low energy consumption, simplicity of 
implementation and scalability with the modern CMOS 
technology.

The resulted IRAM chip is called Vector IRAM 
(VIRAM). VIRAM is processor that couples on-chip 
DRAM for high bandwidth with vector processing to 
express fine-grained data parallelism [18]. The VIRAM 
architecture (shown on Fig. 2) consists of MIPS GPP core, 
attached to a vector register file that is connected to an 
external I/O network and also to a 12MB DRAM memory 
organized in 8 banks.

TABLE II
COMPARISON OF MULTIPLICATION AND ADDITION COMPLEXITY OF DFT AND PRIME FACTOR BASED FFT/IFFT ALGORITHMS

DFT Prime Factor Winograd

Points Real 
Adds 

Real 
Muls Total Real 

Adds 
Real 
Muls Total Real 

Adds 
Real 
Muls Total

60 14280 14400 28680 888 200 1088 888 136 1024
240 229920 230400 460320 4812 1100 5912 5016 632 5648
504 1015056 1016064 2031120 13388 2524 15912 14540 1572 16112
1008 4062240 4064256 8126496 29548 5804 35352 34668 3548 38216
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Fig. 2.  Architecture of IRAM chip.

FFT computations are difficult to be realized with 
conventional GPP architectures, given that they require high 
memory bandwidth and strided memory accesses. 
Nevertheless, it was shown that the performance of 
computing floating-point FFTs on a VIRAM processor, 
[18], can be competitive with that of existing floating point 
DSPs and specialized fixed-point FFT chips.

From this section it can be concluded that there is no such 
thing as a universally optimal FFT/IFFT algorithm, 
architecture and implementation that is appropriate for all 
systems. Therefore, it is recommended to perform a search 
across the algorithm, architecture and implementation 
dimensions for each system.

B. Further FFT Speedup by Introducing Parallelization 
Techniques in Hardware

Traditional FFT hardware architectures include trade-offs 
among complexity, power consumption, die size, and other 
similar parameters. Still, these architectures don’t have the 
scalability to encounter high speed processing requirements 
on FFT performance, for instance on emerging high data 
rate technologies in wireless communications, like OFDM. 
Progress in technology empowers development of 
architectures optimal for given class of algorithms, 
including FFT.

In general, there are three main techniques of improving 
overall FFT speed, all of them based on the Transpose 
algorithm, described in [37]:
1) Increasing the order of the radix. 

This approach improves both latency and throughput, 
but is expensive in terms of computational resource 
required for each processing unit.

2) Cascading (pipelining) the processors.
Different processors operate over different stages. 
Cascading improves throughput, but not latency. Inter 
stage memory is necessary.

3) Parallelizing the processors.
Parallelizing the processors, so that a single large FFT is 
divided into N smaller FFTs. Both latency and 
throughput are improved with this arrangement. 
Drawback is the data transfer between stages.

All these improvement methods require architecture 
modifications. Thus, in literature, commonly two 
architecture approaches are presented: memory-based FFT 
and pipeline-based FFT. Memory-based FFT uses only one 
butterfly and large memories for data storage. On the other 
hand, pipelined architecture uses many butterflies to 
improve the speed. There are several FFT hardware modules

that have been proposed to implement both methods 
(memory-based design and pipelined design) in order to 
improve speed and minimize area. For example, [38] 
proposes six memory-based implementations, realized in 
FPGA. The authors give the name of RX2-B1, RX4-B1, 
RX2-B2, RX4-B2, RX2-B4, MXRX-B4 for these 
architectures, whereas the RX presents the used radix and Bi 
indicates that the architecture operates with i outputs in 
parallel. The techniques used for each of these architectures 
are based on memory sharing, conflict free memory 
addressing, in-place memory processing, continuous flow 
design, N-word memory size, fixed-point arithmetic and 
pre-computed twiddle factors stored in ROM. It was found 
that the fastest processors are the RX2-B4 and MXRX-B4 
FFT models which can process four data samples per clock 
cycle.

Another direction in researching memory based 
architecture is towards distributed memory and processing 
units. This technique requires re-expressing the FFT 
algorithms to adapt them for parallel implementation. 
According to [21][39], where several algorithms were 
tested, it was proven that additional complexity is added to 
the system, as a consequence of the need for communication 
between different modules. Also, it was noticed that not all 
algorithms are suitable for parallelization, since only 
algorithms with regular structure (Cooley-Tukey Radix-2/4, 
Split Radix) are advisable, while the block complexity of 
Winograd algorithm makes it difficult and unsuited for 
parallel implementation.

Regarding the pipelined architectures, many works have 
presented optimizations to achieve high performance and 
low area consumption. The most famous architectures of 
pipeline implementations are multi-path delay commutator, 
radix-2 single path delay commutator and radix-2 single 
path delay feedback, [35]. The main difference between 
these architectures is in the number of inputs, outputs and 
butterflies used.

A different approach is applied by [40] proposing an 
array processing architecture for parallel FFT 
implementation. Key advantage of this architecture is the 
elimination of inter stage data transfer, so both, the system 
throughput and latency are improved. This idea is basically 
similar to IRAM, [18], which also includes vector 
processing units, capable to process the input data in 
parallel. 

Although there have been several efficient designs, there 
is an inherent drawback related to the area (and 
consequently power) overhead. Another essential conclusion 
is the existing threshold, which delimits FFTs' input size 
after which this whole additional complication of FFT 
implementation system is rewarding, so this fact must also 
be taken into account while developing applications.

IV. HARDWARE OPTIMIZATION OF DISCRETE FOURIER 
TRANSFORM 

The Discrete Fourier Transform is a universal instrument 
in science and engineering, including digital signal 
processing, communication, and high-performance 
computing. Applications employing it belong into the area 
of spectral analysis, image compression, interpolation, 
solving partial differential equations, and many other tasks, 
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[13]. Therefore, as a consequence from its extensive 
implementation, meeting its computational demands, is the 
high price applications employing DFT, have to pay.

As stated before, the Discrete Fourier Transform for an 
N-point sequence x(n) is given by (4), where X(k) and x(n) 
are complex numbers, n is the time index and k is the 
frequency index [1]. Actually, the DFT formula is expressed 
as a summation of complex numbers products.

     1,...,1,0,)()( 1
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By using this equation the DFT computation requires N² 
complex multiplications and N(N–1) complex additions, 
leading to a complexity of O(N²). Each complex 
multiplication requires four real multiplications and two real 
additions and each complex addition requires two real 
additions. Therefore a total of 4N2 real multiplications and 
N(4N-2) real additions are required [1]. Although the DFT 
employs the highest number of operations, comparing to 
various FFT implementations, all the operations are 
independent and can be executed in parallel. This is where 
we see a chance for maximal parallelization that will allow 
reaching better and faster results.

Generally, the FFT algorithms decrease the number of 
operations, but involve significant communication overhead, 
during the execution. This is a result of the divide and 
conquer approach which halts the system before proceeding 
to the next stage until all the output from the previous stage 
is generated [21]. For example, the execution of the Cooley-
Tukey radix-x algorithm is performed in logxN phases that 
must execute sequentially, although each phase employs 
parallel operations. The data dependences that appear 
between separate stages of the 8-Point Cooley-Tukey FFT 
radix-2 algorithm and DFT are shown in Fig. 3. 

As can be seen on Fig. 3, the DFT is computed in only 
one phase. According to the fact that the DFT summations 
are computed simultaneously, it is of special interest to 
implement the DFT component on a hardware architecture 
that can support the provided parallelism (for example 
IRAM). Furthermore, the computation complexity of the 
DFT can be significantly reduced by utilizing some 
techniques that can simplify the multiplications of the inner 
products and/or parallelize the summations of different 
outputs. 

A. Techniques for efficient hardware implementation of 
DFT 

The strong interaction between the algorithm and its 
implementation indicates that the algorithm's execution 
efficiency depends on the hardware architecture and its
abilities to support the provided parallelism of the algorithm. 
Considering the discussion given in the previous section, 
serious candidates for implementing the DFT are specific 
application integrated circuits or special purpose processors 
(similar to IRAM), implemented in FPGA platforms.   

Most of the research done so far refers to efficient 
hardware implementations of FFT, by implementing various 
parallelization prospects and specialized components. In this 
section we are discussing several techniques (some of them 
already used for FFT hardware implementation) that can be 
applied when implementing the basic DFT computations in 
hardware. We suggest that the hardware architecture of the 
DFT module should be specially purposed to exploit the 
provided parallelism, when executing summation of 
products.

Assuming that each multiplication is consisted of several 
additions, it is obvious that the execution of multiplication 
operations is more complex than additions. Therefore, when 
implementing the products of the DFT summations many 
researchers have used specialized multipliers, purposed to 
improve the execution efficiency of multiply operations. 
Such approach is presented in [17], where the authors 
suggest the use of constant co-efficient multiplier. This 
multiplier utilizes small blocks of ROM that store 16 partial 
products relating to the fixed coefficient and then use a 
simple adder to combine these products. As a result, the co-
efficient multiplier is less than one third of the size of full 
multipliers. Another multiplier that is also very efficient, 
(without using ROM memories) is the shift-and-add 
multiplier [8]. This multiplier decomposes the product in 
such a way that it requires only additions and multiplications 
or divisions by 2, which are realized in a computer by 
shifting bits left or right. 

A different approach is presented in [41], where low 
power and area efficient adder and Vedic multiplier for 
computing FFT are presented. Generally, the speed of 
addition is limited by the time required for carry propagation 
through the adder, since the sum for each bit position in an 
elementary adder is generated after the previous bit position 
has been summed and a carry has propagated into the next 
position. Referring to [41] the carry select adder allows 
fastest execution of arithmetic operations by independently 
generating multiple carries and then selecting a carry to 
generate the final sum. Although this adder is not area 
efficient, its ability to decrease the propagation delay makes 
it popular for use. The combination of the carry select adder 
and Vedic multiplier provides fast execution and also 
reduction of FFT chip area and power [41]. The Vedic 
multiplier is based on Vedic mathematic principles, which 
employs a unique technique of calculations based on sixteen 
principles or word-formulae which are termed as Sutras. 
This mathematic is very suitable for digital signal 
processing [42]. 

Very efficient technique for calculation of DFT inner 
products is Distributed Arithmetic (DA) [43]. This method 
is used only if one of the vector operands is known, 
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Fig. 3.  Data dependence when executing 8-point radix-2 Cooley–Tukey 
FFT algorithm and DFT.
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allowing bit-serial computation that forms an inner product 
of a pair of vectors in a single direct step. The distributed 
arithmetic approach replaces the explicit multipliers by 
ROM look up tables and adders, thus providing considerable 
reduction in the power consumption. Although this 
technique appears to be slow because of its bit serial nature, 
it turns out that when the number of samples in each vector 
commensurate with the number of bits in each vector 
element, the DA is very fast. Another similar approach that 
utilizes look-up tables for pre-computing the products of the 
DFT summations is presented in [5]. It was shown that such 
DTF module can be applied to OFDM transmitter for optical 
communication, which is capable to achieve 101.5 Gb/s 
through fiber with 16QAM modulated sub carriers, by using 
two Xilinx Virtex 5 FPGA boards that work in parallel.

The speed of the DFT calculations can be also improved 
by utilizing the CORDIC (coordinate rotation digital 
computer) algorithm, which dynamically calculates the 
trigonometric functions, using processing elements to 
perform vector rotations [44]. The CORDIC component can 
also be used for polar to rectangular or rectangular to polar 
conversions, and as well for computing a vector magnitude. 
This algorithm operates in such a way that it executes vector 
rotations by arbitrary angles, using only shift and add 
operations, thus providing advantages in speed, accuracy, 
simplicity in design and other aspects of performance 
requirements.

B. Proposed improvement for efficient hardware 
implementation of DFT

The total processing time required for computing the 
DFT, depends on the multiplication time, which is generally 
far greater than the addition time. The multiplications and 
additions of the DFT are performed over complex numbers 
[7], which are usually represented in rectangular format:

           (a+bj)·(c+dj) = (ac-bd) + (ad+bc)j                      (5)

(a+bj) + (c+dj) = (a+c) + (b+d)j                         (6) 

As given in equations (4) and (5) each multiplication of 
two complex numbers requires four multiplications of real 
numbers (imaginary and real component) and two additions 
of real numbers. On the other hand, each addition of two 
complex numbers requires two additions of real numbers. 
From here, it is obvious that multiplications are more 
complex than the additions. 

There is an approach [13], which reduces the 
multiplication complexity to 3 multiplications and five 
additions. This is achieved by regrouping the multiplicands, 
as presented in equation (6):

(a+bj)·(c+dj) = [(a+b)c - b(d+c)] + j[(a+b)c + a(d-c)]    (7)

Representing complex numbers in rectangular format is a 
common choice, basically because the arithmetic operations, 
such as: add, sub, mul and div can be easily implemented. 
On the other hand, having complex numbers represented in 
circular form (polar coordinates) can cause many 
difficulties, while performing adds/subs, but allows simpler 
implementation of muls/divs operations. Taking all this into

account, in continuation we present a method for simplified 
implementation of the DFT/IDFT calculations. 

The purpose of the DFT module is to perform the 
summation of products, given in equation (4), over input set 
of complex numbers. In our approach we consider that the 
DFT/IDFT module inputs and twiddle factor angles are 
provided in circular format, with polar coordinates (angle φ
and amplitude r ). All the twiddle factors magnitudes are 1s, 
while the angles are pre-computed and placed in a look up 
table. This way, the multiplications between complex 
numbers and twiddle factors are executed with only one add 
operation. Actually, each product term of the DFT 
summations is calculated as:
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The calculation of the products in the DFT is not data 
dependent, so it can be executed in parallel. In order to 
compute the appropriate DFT output symbols, subsets of the 
calculated products, should be summed up. Given that the 
addition of circular format complex numbers is very 
complex, a conversion to rectangular format is made:
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The provided conversion involves cosine and sine 
operations and two multiplications of real numbers. The cos 
and sin operations can be calculated by utilizing look-up 
tables with pre-computed cosine and sine values, while the 
two multiplications can be performed by using only shift 
and add operations, as the authors of [14], suggested. The 
conversion is executed in such a way that firstly the cos and 
sin tables are looked-up and then the multiplications are 
performed. The conversions of different products are 
independent of each other and can be performed 
simultaneously. 

After the real and imaginary components of each product 
are computed, next is to sum up the results, and produce the 
output complex numbers. The number of the outputs 
depends on the number of points, used in the DFT/IDFT 
module. Each output is generated by performing a sum over 
N products. In order to parallelize the summation of N 
inputs, we propose a parallel algorithm for that purpose.

The proposed algorithm performs parallel additions of N 
inputs with M bits, without having to wait for the carries 
generated during the additions. In fact, it allows 
simultaneous additions over each bit position of the 
numbers. Therefore, the summations of the i-th position 
(i=0,..,M-1) bits of each number are performed in parallel 
and each of the results is placed in a separate register, and 
shifted by i places. If there is a carry, the result register will 
have one or more 1s on some of the [i+1, i+M-1] positions. 
In that case the algorithm is performed again, and the 
appropriate additions are executed once more. Actually, the 
algorithm stops only when the generated output of each of 
the N registers consists only one 1 on the i-th position or all 
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0es. Other terminating condition of the algorithm can be the 
state when the results stored in all M registers, are 
completely the same as the results stored in all M registers, 
but in the previous iteration. In the final step of the 
algorithm, each of the registers holds the i-th cipher of the 
result. 

The given algorithm was introduced to work with binary 
numbers, which sometimes can take a long time. In order to 
reduce the number of algorithms' iterations, one can work 
with numbers given in hexadecimal format. However this 
approach will complicate the design, requiring additional 
adders for performing the intermediate summations of N 
hexadecimal numbers. 

The proposed modifications are made to allow parallel 
processing during the execution of the operations. However, 
the given improvements will only be effective if the 
hardware implementation of the DFT/IDFT module is 
consisted of many processing engines that can support the 
provided add and mul operations. The DFT/IDFT module 
will also include three look-up tables for holding the twiddle 
factor angles, and for performing the sine and cosine look-
ups. Our opinion is that the processor-in-memory 
architecture can be very suitable solution for implementing 
the proposed DFT/IDFT improvements.

V. CONCLUSION

The never-ending aspiration for more efficient calculation 
of DFT, motivated by its truly widespread expansion in 
applications, could not disregard this opportunity. Although 
there are different variations of architectures of parallel 
systems, the number of researches made in this area, as well 
as the number of diverse tracks and ideas within it, is 
certainly surprising. Different combinations have been 
made, starting from FFT algorithms properties or the 
properties of parallel systems; architectures, further 
adjusting one to another in the development process.

All the work done in this area proves that by making the 
right combination of FFT algorithm, architecture and 
platform, desired performance results can be achieved. In 
general, all the efficient FFT implementations require 
specific hardware architecture that is tailored to support the 
computations involved in the FFT algorithm used.

In this paper we consider that most FFT algorithms 
include data dependent operations that limit the execution 
speed of the algorithm. Therefore, we suggest that the 
execution of the basic DFT/IDFT computations can provide 
execution speed-up, despite the fact that the DFT/IDFT 
involves more computations than many FFT algorithms. 
This is basically because the DFT/IDFT computations are 
characterized with high level of parallelism, so most of them 
can be executed simultaneously. 

Considering that the basic DFT/IDFT computation is 
represented as summation of products, we propose possible 
improvements of the multiply and add operations over 
complex numbers. In our approach the multiplications 
involve only one add operation, since the operands are given 
in polar coordinate system. The additional cost that should 
be paid for this is the conversion to rectangular form, which 
involves two multiplications and calculation of sin and cos 
functions, using look-up tables. Furthermore, we propose an 
algorithm for performing parallel additions of N inputs that 

excludes the timing overhead caused by the addition of carry 
bits. The proposed algorithm involves high level of 
parallelism.

The proposed improvements are essential for performing 
the summation of products in the DFT/IDFT. It is expected 
that they should involve maximal parallelism, during the 
calculation of the DFT/IDFT outputs. However, their 
execution should be supported by a specialized processor 
architecture that would be able to exploit the provided 
parallelism. We believe that processor-in-memory 
architecture is a good solution for efficient implementation 
of the DFT/IDFT module with the proposed modifications. 

Even though many researches dedicated their work on 
improving DFT calculating performance, we noticed a gap 
in examining pure DFT prospects for optimization and 
parallelization, where we recognize a great potential. For 
future continuing on this work we plan on implementing the 
proposed design expecting meaningful results.
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Abstract—This work is dedicated to comparison of open 
source as well as proprietary transport protocols for high-
speed data transmission via IP networks. The contemporary
common TCP needs significant improvement since it was 
developed as general-purpose transport protocol and firstly 
introduced four decades ago. In nowadays networks, TCP fits 
not all communication needs that society has. Caused of it
another transport protocols have been developed and 
successfully used for e.g. Big Data movement. In scope of this 
research the following protocols have been investigated for its
efficiency on 10Gbps links: UDT, RBUDP, MTP and RWTP.
The protocols were tested under different impairments such as
Round Trip Time up to 400 ms and packet losses up to 2%.
Investigated parameters are the data rate under different 
conditions of the network, the CPU load by sender and 
receiver during the experiments, size of feedback data, CPU 
usage per Gbps and the amount of feedback data per GiByte 
of effectively transmitted data. The best performance and fair 
resources consumption was observed by RWTP. From the open 
source projects, the best behavior is showed by RBUDP.

Keywords: high-speed data transport, transport protocol,
WAN acceleration, big data.

I. INTRODUCTION

High-speed content delivery is a service that will be more 
and more demanded by society over the time. Especially it 
corresponds to reliable delivery, because the movement of 
Big Data is already part of mission critical services.

High-speed data transmission or more precisely, data 
transmission with maximum link utilization essentially 
depends on two factors: 

1. link quality: presence of packet losses, abnormal 
delays or delay jitter;

2. transport protocol: the logic that handles all 
impairments that interfere data transmission.

Sometimes it is not possible to improve the link quality, 
moreover, some of impairments that affect data 
transmission are fundamentally unavoidable e.g. packet 
delay (OWD or RTT). 

The second dependence has another situation: transport 
protocol is software that can be used on end device and by 
varying of the algorithms or parameters of the protocol user 
can achieve significant improvement of transmission rate. 
The applications that use transport protocols for high-speed 
data transmission are already available for use on the 
common PCs. The proprietary algorithms are packed in 

commercial applications and they are not available for 
study, investigation and improvement. In contrary, open 
source approaches give such opportunity, however in most 
of the cases a commercial application provides better 
transmission acceleration. There are two reasons of it: 
proprietary solutions use more effective algorithms or they 
have better implementation.

In the paper [1] we have compared contemporary 
proprietary solutions for high-speed data transmission as 
opaque applications for data transport. As a logical 
continuation of the work we have presented there, a
comparison of the bare protocol performance is presented in 
this research. Of interest is assertion of pure protocol 
performance unaffected by accessing to storage, handling 
data in the application and the processing of that data. 

The solutions RBUDP and UDTv4 are protocols that 
available for free download and currently are provide the 
fastest transport among open source protocols. RWTP is a 
proprietary protocol for high speed data transport that has 
been provided as software library by the Tixel [2] company 
for test proposals. MTP – is a protocol of the company Data 
Expedition [3] and was available for trial downloading from 
the web site of the company. Other providers of high speed 
data transport application are not provided access to their 
protocol. 

II. RELATED WORK

The research in [1] shows the performance of 
applications based on the investigated protocols. The idea 
was to transfer 30GiBytes via WAN network in presence of 
different kinds of impairments and compare the achieved 
data rates and times of transportation for all solutions. 
Impressive result within single transport socket has been 
achieved by transport TIXStream [2]: in presence of 1% of 
packet loss and 200ms RTT the solution has almost 40% of 
10 Gbps link utilization. The solution is based on Reliable 
WAN Transfer Protocol (RWTP) [3].

Another solution, where an access to its transport 
protocol was obtained – is ExpeDat, however, with this
solution, under the same impairments only 4% of link 
utilization – 400Mbps were achieved. In this research these 
two proprietary protocols are compared with open source 
protocols UDT and RBUDP.
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In research [4] Grossman et al. shows that throughput of 
UDT [5] via 10 Gbps link in presence of 116ms of RTT 
within a single stream is about 4.5 Gbps. That work also 
shows that within 8 parallel streams the performance could 
be increased up to 6.6Gbps. This research shows how real-
world data is transported via production network. However 
of interest is to evaluate whether UDT would be able to 
handle packet losses in the link as well. 

Performance of RBUDP via 10 Gbps connection is 
presented at the CineGrid 3rd Annual International 
Workshop [6]. The participants claimed that storage 
throughput limitation in that particular case was 3.5 Gbps, 
however the maximal data rate that has been achieved 
during the workshop did not exceed 1.2 Gbps. The RTT of 
that link was about 100 ms. 

Last example shows implicitly that even if RBUDP was 
able to achieve better performance – it was limited by 
3.5 Gbps, although the link capacity was 10Gbps. However 
it is not the bottleneck of protocol logics or of protocol 
implementation or even of the application implementation. 
It is bottleneck of the hardware. To avoid all issues related 
to implementation of applications or of the hardware, the 
evaluation of protocols performance in this work has been
performed by transferring of dummy data without accessing 
to any potentially slow storage.

The packet loss in IP networks is a rather complicated 
phenomenon that depends on many factors and there is no 
some universal value that will characterize all the networks 
in the world. The best way to assess the approximate values 
of packet losses is through empirical measurements. In [7]
Paxson discusses the heterogeneity of packet losses and 
shows that in 1994, the packet loss ratio between 35 sites in 
9 countries was about 2.7 %. These measurements are not 
really up to date; however the principle knowledge, the 
author pointed to, is that the distribution of packet losses is 
not uniform. An assessment of nowadays packet loss 
dependencies is presented by Wang et al. in [8]. This 
research describes the tests, that were made across 6 
continents between 147 countries, involving about 10 000 
different paths. The authors show that across all continents
the packet loss rate is less than 2 % for approximately 90 %
of continental connections.

For all experiments in the current research, a hardware-
based network impairment emulator has been used. In [9]
Settlemyer et al. use a hardware emulator to emulate 10 
Gbps links, and they compare throughput measurement 
results of the emulated links with real ones. The maximal 
RTT of a real link used in the research is 171 ms. The 
research shows that differences between profiles of both 
kinds of paths - emulated and real ones – are not significant, 
and the conclusion is that using emulated infrastructure is a 
much less expensive way to generate robust and real
physical throughput.

III. TESTBED TOPOLOGY DESCRIPTION

The topology for this research replicates the topology 
in [1] to have a possibility to compare application results 
with protocol ones, where it is possible.

The scheme of test topology is kept quite simple. In 
Fig. 2 the logical connection is presented. The core of the 

test environment setup is WAN emulator Apposite Netropy 

10G [10] that allows an emulation of WAN links with 
different impairments such as packet loss ratio of up to 
100 %, delays of up to 100 000 ms and delay jitter with an 
accuracy of about 20 ns. By comparison, software-based
emulators, such as NetEm, provide an accuracy of about 
tens of milliseconds and this value is dependent on the 
hardware and operating system [11]. The Emulator allows a
transmission of Ethernet traffic with an overall throughput
of up to 21 Gbps on both, copper and fiber optic links. 

The experimental setup contains two PC servers, 
connected via an Extreme Networks Summit x650 10 Gbps 
Ethernet switch and the WAN Emulator. The topology has 
been implemented by means of fiber optics with 10 Gbps
bandwidth, see

Fig. 2. On the picture, the highlighted connection is the 
one before network emulator and the connection after it is 
not highlighted.

There is no background traffic used for experiments, 
since in the focus of this investigation is the pure protocol
performance; the fairness aspects of the protocols are topics
for a separate research.

Each server is equipped as follows:
− CPU: Intel Xeon X5690 @3.47GHz;
− RAM: 42 GiBytes (speed 3466 MHz);
− OS: Linux CentOS 6.3;
− NIC: Chelsio Communications Inc T420-CR, 10Gbps.

Operating system socket buffers were extended up to:
− /proc/sys/core/net/wmem_max – 64MiBytes
− /proc/sys/core/net/rmem_max – 64MiBytes

The MTU size of all network devices along the path has 
been set to 9000 Bytes.

IV. EXPERIMENTAL RESULTS

The experiment on each data transport solution under 
consideration consists of 42 consecutive tests. Each test 
comprises the transfer of dummy data from one server to 
another via the network emulator with a transmission 
duration of 180 seconds.

The emulated RTT range is varied from 0 ms up to 
400 ms; packet loss ratio reaches up to 2%. One km of 
optical fiber delays a signal approximately by 5 µs, 
therefore the RTT 400ms corresponds to 40 000km of fiber 
optics. The RTT is configured equally across forward and 

RTT up to 200ms
Packet losses up to 1%

WAN Host 2Host 1  
Fig. 1. Logical topology.

Host 2Host 1 Extreme 
Networks x650  

Fig. 2. Technical topology.



23

Proc. of the International Conference on Applied Innovations in IT, (ICAIIT),  Volume 2, Issue 1, March 2014

backward paths. Thereby 300 ms of RTT will delay signal 
by 150 ms in one direction and by another 150 in opposite 
one. The packet losses have a random behaviour with the 
normal distribution on forward and backward direction. 
However, it does not correspond to a real packet loss 
behaviour - in [7] Paxson shows that such behaviour of 
losses is more complex to handle by protocols than real-
world burst packet losses. All the tests were repeated 4 
times to avoid inaccuracies, and the best result of each 
series is presented on the plots.

The result of each test for each set of impairments 
includes average data rate, average CPU usage by sending 
host and amount of bytes that have been sent from receiver 
to sender. From obtained result the following metrics are 
calculated:
− CPU usage Per Gbps, see (1);

− MiBytes of feedback per 1GiByte of data, see (2).

We consider that test is successful, if the average data 
rate is higher than 100 Mbps. The metrics have been 
calculated only for successful tests and average values also 
have been calculated between successful results. 

It was observed that CPU usage behavior of receiver 
almost in all the cases repeats the usage behavior of sender. 
The metric CPU usage per Gbps is calculated only for 
sender. The ratio of average CPU usage on sender side to 
average CPU usage on reception side is also presented to 
get a tendency of the CPU consumption differences 
between the sender and receiver.

CPU consumption has been collected using top
application in Linux with period 1s; the size of feedback has 
been collected using tool dstat with period 1s. 

A. UDTv4
UDTv4 is a reliable transport protocol based on UDP. It 

was developed in 2002 at UCI by Yunhong Gu [12]. The 
protocol is available as a library for Linux with sample 
applications for file transmission. For the presented tests, 
the applications have been rewritten in order to avoid data 
gathering from file system. Only one data stream is used for 
both data streaming and control communication. 

The following settings have been used to achieve 
maximal performance: 
− MSS – 8800 Bytes

In Fig. 3 the dependency of data rate from sets of 
impairments is presented. Decisive factor for the data 
transmission by UDTv4 is a value of packet loss. Already 
by 0.1 % of packet losses the data rate is no higher than 
200 Mbps. In case of packet losses more than 0.1 %, the 
values of data rate are less than 100 Mbps.

In Fig. 4 CPU usage per Gbps by sender is shown. It is 
worth to mention that UDTv4 consumes CPU resources
significantly even if level of data transmission is quite low. 
In the best case CPU usage per Gbps is about 28.1 %; in the 
worst case – 97.8 %. CPU consumption per Gbps at the 
highest data rate is 28.1 %. The mean value across all 
experiments is 63.4 % per Gbps.

The CPU consumption at the receiver has the same 
behaviour; the average of receiver’s consumption is 1.1 
times less than sender’s one.

In Fig. 5 he receiver’s feedback statistics is shown. It is 
easy to observe that the size of feedback not depends on 
average data rate, however in presences of packet losses its 
value is decreasing.

The size of feedback per GiByte of data lies in the range 
from 0.7 MiBytes per GiByte in case of RTT=400 ms and
PL=0.1 % and up to 1.5 MiBytes per GiByte in case of 
RTT=0 ms and PL=0.1 %; in case of best data rate the size 
of feedback per GiByte is 1.4 MiBytes. The average value 
across the whole experiment is 1.2 MiBytes per GiByte of 
data. 

𝑈𝑈𝑈𝑈𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑝𝑝𝑝𝑝𝐺𝐺𝐺𝐺
𝑖𝑖𝑖𝑖 =

𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖

𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖
 , (1)  

where
𝑖𝑖𝑖𝑖 – is the number of test;
𝑈𝑈𝑈𝑈𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑝𝑝𝑝𝑝𝐺𝐺𝐺𝐺

𝑖𝑖𝑖𝑖 – CPU usage per 1 Gbps;
𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖 – average CPU usage for 𝑖𝑖𝑖𝑖 test;
𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 – average of data rate for the test.

𝑆𝑆𝑆𝑆𝑓𝑓𝑓𝑓𝑝𝑝𝑝𝑝𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 =
𝑆𝑆𝑆𝑆𝑓𝑓𝑓𝑓𝐺𝐺𝐺𝐺𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖

𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 ∙ 𝐷𝐷𝐷𝐷/8
 , (2)  

where
𝑖𝑖𝑖𝑖 – is a number of test;
𝑆𝑆𝑆𝑆𝑓𝑓𝑓𝑓𝑝𝑝𝑝𝑝𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓 – size of feedback per GiByte of sent data;
𝑆𝑆𝑆𝑆𝑓𝑓𝑓𝑓𝐺𝐺𝐺𝐺𝑓𝑓𝑓𝑓 – size of feedback of whole test;
𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 – average of data rate for the test;
𝐷𝐷𝐷𝐷 – duration of test.

 
Fig. 3. UDTv4: Data Rate.

 

Fig. 4. UDTv4: CPU usage by sender per Gbps.
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B. RBUDP
RBUDP [13] is another approach based on UDP for 

reliable data transport. The protocol as well as application 
was developed also at UCI 2002. In the opinion of the 
inventors RBUDP is a simple replacement of FTP for high-
speed WAN connections also called Long Fat Pipes (LFP).
Both, the application and protocol are open source projects.

The following settings have been used to achieve 
maximal performance: 
− MSS – 8800 Bytes

In Fig. 6 he average data rate is shown. The decreasing 
factor of data rate for RBUDP is RTT. Even without packet 
losses, with injection of 50 ms of RTT the data rate 
decreases more than by factor 2. Such a trend is correct also
for high values of packet losses e.g. 2 %. However with 
further increase of RTT the behavior becomes smoother. 
The protocol is able to transmit data with data rate up to 3 
Gbps on connections with RTT about 50 ms. Packet losses
also affect the transmission rate, however not that 
significantly.

In Fig. 7 the distribution of CPU usage per Gbps for each 
test is shown. The behavior of CPU consumption copies the 
behavior of average data rate. It is noteworthy that the ratio 
of CPU consumption on the sender side to CPU 
consumption by receiver in all cases is approximately equal
to 1.2. The values of CPU usage per Gbps lies in the range 
from 10.4 %, for all the cases with RTT up to 400 ms, and 
up to 12.7 % by RTT=400 ms and PL=2%. CPU 
consumption per Gbps by the highest data rate is 10.4%.The 
average value is about 10.6% per Gbps.

In Fig. 8 the size of feedback per each GiByte of data is 
shown. The behaviour mostly depends on losses in the 

network. The values lie in range from 30 KiBytes, in the 
case without impairments, to 50 KiBytes, in the case with 
the heaviest impairments. The average value is about 37 
KiBytes per GiByte of data.

Each transmission is performed using one UDP and one 
TCP socket on each side. UDP connection is used for data 
streaming; TCP – for control communication. 

C. MTP
Multipurpose Transaction Protocol (MTP) [14] is a 

proprietary protocol that is used as a core of commercial 
application ExpeDat. The protocol logic is based on UDP, 
and uses a single UDP socket on each side of the 
connection for both data transmission and control 
information. To get maximal performance from the protocol 
the following parameters have been used: 
− MSS – 8192 Bytes
− Environment variable MTP_NOCHECKSUM=1

The data rate behavior of MTP protocol is shown in Fig. 
9. Although the protocol can resist against packet losses, the
growing latency decreases the data rate significantly. Even 
with injection of at least 50 ms of RTT without packet 
losses the result is 4 times worse than without latency. The 
interesting behavior of the protocol is presented under 
condition RTT=0 ms, PL=0.1 % – the data rate exceeds the 
one without any impairments in the link. Probably the 
reason for this is increasing of transmission rate by sender 
when significant delays are detected. In that case decreasing 
of performance with further increasing of delay is due to 
buffer limitations.

The CPU usage by sender mostly repeats the behaviour 
of the data rate. The values of CPU usage per Gbps lie in 
the range from 8.4 % (RTT= 50 ms; PL= 0.1 %) till 17.6 %

Fig. 5. UDTv4: Size of feedback per GiB of data. Fig. 7. RBUDP: CPU usage by sender per Gbps.

Fig. 8. RBUDP: Size of feedback per GiB of data.Fig. 6. RBUDP: Data Rate.
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(RTT=50 ms; PL=0 %). The average value is about 11.4 %
per Gbps. The matter of interest is CPU consumption of 
MTP receiver side Fig. 10. MTP is the only one from 
investigated protocols which CPU consumption on receiver 
side exceeds the consumption on the sender side. For 
example by Packet loss 0% the values are approximately in 
two times bigger. CPU consumption per Gbps by the 
highest data rate is 9.2%. The average 

ratio of sender CPU usage to receiver one is about 0.7. 
The feedback size per GiByte of data for MTP is shown 

in Fig. 11. The biggest size of service information that has 
been sent back by MTP corresponds to the case when the 
impairments are absent on the link. The average amount of 
MiBytes per GiByte of data is about 3.2 MiBytes. 

The protocol uses a single UDP connection for both data 
streaming and control communication. 

D. RWTP
Reliable WAN Transfer Protocol [15] is a core 

technology underneath the TIXStream data transfer 
application [16]. The Protocol is based on UDP and uses 
one UDP socket on each side for control communication 
and data transmission. The following parameters have been 
tuned to achieve maximal performance by RWTP:
− MSS = 8800 Bytes
− Receiver buffer size (on both sides) = 1073741824

Bytes (1GiByte)
− Sender buffer size (on both sides) = 1073741824 Bytes 

(1GiByte)
In Fig. 12 the data rate of RWTP is shown. The protocol 

shows smooth degradation of data rate as impairments
grow. The data rate across all the tests have not decreased 
lower than 1.5 Gbps. Both factors of latency and packet 

losses are affecting the transmission, however only when 
they are significant: beginning from 100 ms of RTT and 
1 % of packet losses. 

The CPU consumption per Gbps by sender is shown in
Fig. 13. The behaviour of receiver’s CPU consumption
repeats the sender’s one. The ratio of CPU usage by sender 
to CPU consumption by receiver is about 1.2. 

The values of CPU usage per Gbps lie in the range from 
12.4 % (RTT=50ms, PL=0.1%) up to 29.9 % (RTT=400ms, 
PL=2%). CPU consumption per Gbps by the highest data 
rate is 12.6 %. The average value is about 15.4 % per Gbps. 

The amount of bytes sent back to sender per GiByte of 
data is shown in Fig. 14. The amount of feedback data 
grows with growing of both packet losses and RTT. The 
values of feedback per GiByte are in the range from 
5.6 KiBytes (RTT=0ms, PL=0%) up to 6 215 KiBytes 
(RTT=400 ms, PL=2 %). The average value is about 
1 MiByte per GiByte of data. 

V. COMPARISON OF THE PROTOCOLS

Only two protocols: RBUDP and RWTP have passed all 
the tests successfully – the data rate behaviour has not 
decreased less than 100 Mbps within the investigated 
impairments space. 

The machines used in experiments are quite powerful, 
see section 0, to prevent issues with flow control due to a
slow receiver. 

Analysing the data rates of protocols (Fig. 3 Fig. 6, Fig. 
9 and Fig. 12) by the packet loss rate 0 %, the decrease of 
data rate with the grows of RTT is most likely due to 
buffering issues. Since without latency all solutions show 
impressive results, it means that the protocol logic is able to 
handle the data on such rate appropriately. In UDTv4 the 
authors claim that the protocol resizes the buffer 
automatically based on the value of Bandwidth Delay 
Product (BDP) [17] while in RWTP the buffer have been 
tuned manually to 1GiByte (the maximal possible value).
For RBUDP and MTP only the system UDP buffer 
adjustment is recommended. The data rate is not decreased 
significantly on high impairments only by RWTP protocol.

The strong resistance against packet losses show RBUDP
protocol and RWTP. MTP shows reasonable data rate in
absence of latencies, however only till 0.5% of packet 
losses. Packet losses affect behaviour of UDTv4
dramatically - with injection of at least 0.1 % of packet 
losses the protocol decreases its data rate down to 130 Mbps
which is 1.3 % of its possible link capacity. 

Fig. 9. MTP: Data Rate.

Fig. 10. MTP;  CPU usage by receiver per Gbps. Fig. 11. MTP: Size of feedback per GiB of data.
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It is possible to compare the behaviour of the pure
protocol with behaviour of the solution based on that 
protocol. The performance of application based on RWTP
and on MTP are presented in [1]. In case of 
TIXStream/RWTP, the experiment with RWTP showed 
better performance than MTP. The difference is most likely 
caused by application overhead due to the storage access 
and another system resources that are not responsible for 
data transmission. In case of ExpeDat/MTP the result is 
better by the application. Possible reason of it is not using 
of flag “-N 25” that shows that there are significant losses 
on the link by protocol performance test. However, this flag 
would not affect the case without packet losses, although 
even without the losses, the data rate by the application is
higher than in the pure protocol case. 

CPU consumption of every protocol except MTP is 
higher on the sender side than on the receiver side. The 
overhead of CPU usage for all solutions is not that 
significant – about 1.2 times. The only RWTP and UDTv4

showed CPU usage higher than 100% on the sender side – it 
means that the protocol use more than one core for data 
transmission. This fact allows to avoid CPU bottlenecks for
high-speed data transmission. In case of RBUDP, it is 
observable that under set of impairments where RTT=0 ms; 
PL=0 % or PL=0.1 % (see Fig. 6) the average CPU 
consumption is close to 100 % but does not exceed that 
value. Probably the data rate in these cases is not higher 
because of CPU bottleneck. This observation corresponds 
also for MTP behaviour.

The lowest average CPU consumption per Gbps is shown 
by RBUDP. However at the maximal data rate, the lowest 
consumption is achieved by MTP – 9.2 %. The highest – by
UDTv4: 28.1 %. In all protocols, except MTP, with growing
impairments the relative CPU consumption is increasing. It 
is most likely due to necessity in heavy retransmissions.
MTP is the only protocol that has decreasing trend of CPU 
consumption on raising transmission rate, however the data 
rate of MTP in presence of impairments is quite low. 

The lowest values of feedback data rate have been 
obtained within the experiment with RBUDP – across all 
experiments the values are about tens of KiBytes per 
GiByte of transmitted data. The reason of it is that, the 
retransmissions are done in “blast”, at the end of entire data 
transmission. The biggest value has been obtained by MTP. 
Probably this explains poor behaviour of the protocol. It is 
considered that packet losses affect feedback channel 
significantly less than traffic in forward direction [7]. In our 
experiments the packet losses have somewhat unrealistic
random behavior with the normal distribution across both 
forward and backward link, what corresponds to extreme 
network conditions. The fair behavior in feedback has 
RWTP – without losses the feedback is measured in 
KiBytes and with growing impairments the value increases 
up to few MiBytes per GiByte. UDTv4 has less feedback in 
presence of packet losses than without them. Within entire 
experiment under UDTv4 the size of feedback is always in 
the range of few MiBytes. 

Besides performance characteristics, usability of the 
transports are also of interest. The main disadvantage 
among all tested solutions is that some parameters should 
be predefined to reach higher performance. So the MSS size 
adjustment makes significant improvement of performance
for all transports. The disadvantage of RWTP and RBUDP
is that the user should also pre-define desired send rate and 
if the data rate will be higher than available throughput –
the congestion occurs from which the software doesn’t 
recover. So the user should use some third party software 
like LTest [18] to investigate the link before data 
transmission. In case of RWTP, user should manually define 
the buffer size, if the default one is not big enough. 

The only one protocol that uses more than one socket per 
session on each side is RBUDP. It is disadvantage since the 
protocol is not all-sufficient and needs support of one more 
reliable transport protocol - TCP. 

VI. CONCLUSION

Reasonable performance has been achieved by RBUDP
and RWTP protocols. RBUDP acts sometimes better than 
some proprietary solutions for high-speed data transport 
in [1]. RWTP shows the best results within this research: it 

Fig. 12. RWTP: Data Rate.

Fig. 13. RWTP: CPU usage by sender per Gbps.

Fig. 14. RWTP: Size of feedback per GiB of data.
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has resistance against packet losses and latency and it 
consumes reasonable amount of resources, however, the 
buffers should be predefined. It consumes more than one 
core which helps to achieve better performance than other 
solutions. The disadvantage of RWTP is that it is proprietary 
protocol. The RBUDP shows worse performance than 
RWTP, however, it is open source, which makes it more 
attractive to use it in some projects, or even to improve the 
algorithms of the protocol. The specific of RBUDP –
requesting of all lost packets after receiving of all the data –
allows minimizing the size of feedback, however such 
specific make impossible use of the protocol for streaming 
applications. 

The size of feedback is not the important parameter as 
long as it comprises permilles of the net forward data 
amount, however if it is tens of MiBytes in case of 
transmission without impairments, as it showed by MTP in
Fig. 11, the efficiency of that feedback is questionable. 

The investigation of CPU usage showed that most likely 
the transports RBUDP and MTP would provide higher 
performance if they would use more than one core for 
sending of a data, or even if the sending of a data and 
receiving of a feedback by sender will be distributed 
between two separate cores.

VII. FUTURE WORK

The logical continuation of that research is a comparison 
of the protocols overhead in the forward direction. It is of 
interest to assess the relation of a throughput on the 
application layer – pure user data – to throughput on the 
network layer – user data including service information. 
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 Abstract—Multi-core processors is a design philosophy that 
has become mainstream in scientific and engineering 
applications. Increasing performance and gate capacity of 
recent FPGA devices has permitted complex logic systems to be 
implemented on a single programmable device. By using 
VHDL here we present an implementation of one multi-core 
processor by using the PLASMA IP core based on the (most) 
MIPS I ISA and give an overview of the processor architecture 
and share the execution results.

Keywords: FPGA, multi-core processor, MIPS, PLASMA, 
core, implementation, architecture, design.

I. INTRODUCTION

The concept of parallelism plays important role in the 
computer industry and the scientific community because it 
defines a way for the computer to realize two or more 
operations simultaneously and as a result the applications or 
calculations that are performed usually will finish and give 
the desired results more quickly. The improvement of the 
parallelism is one of the most important methods for faster 
task executions and usually the most applicable results of 
these parallelism techniques can be found in the processors. 
For example of a parallelism let’s say we transfer two 
equally large files on a disk [1]. The transfer speed will 
depend on the bandwidth of the disk. If they simultaneously 
were transferred on two disks separately then we would 
have double transfer bandwidth so the transfer will complete 
twice as fast as in the first case.

There are different types of parallelism and different 
forms to execute it. One example of usage of the parallelism 
concept on system level is the usage of multiple disks and 
processors. The workload to meet customer requests can be 
distributed between the processors and disks so the result 
will be a better responsiveness of the system. When a 
system can expand its memory and its number of processors 
we call this system a scalable system and this is a highly 
valued property of the server systems. 

Other type of parallelism concept is the concept of 
instruction level parallelism (ILP) [2]. This concept refers 
the possibility of execution of more than one instruction in 
one program at the same time. These instruction may be 
consecutive or not. One of the simpler forms for achieving 
this is the use of pipelining which is a technique that was 
used in the first processors for achieving the effect of 

parallelism. The basic idea behind this technique is to 
overlap the execution of the instructions so it can reduce the 
execution time needed for a sequence of instructions. A key 
factor that leads to pipelining is the fact that not all 
instructions depend on the immediately preceding 
instruction so therefore they are partially or completely 
executed in parallel as much as possible.

II. MULTI-CORE PROCESSORS

Regardless of whether the processor core takes advantage 
of the instruction or thread level parallelism, multi-core 
processor have the advantage to exploit parallelism at task 
level found in the applications. A key factor that gives this 
advantage lies in the architecture of the task itself. Namely, 
each task has its own program counter, its own address 
space, its own registers and its own context so different 
tasks can be executed on different cores in the multi-core 
processor at virtually the same time [3]. This fact gives 
tremendous performance boosts on the execution of the 
applications but it is only achievable by good programming 
principles and very smart compilers that can order the code 
so it can be executed on a multi-core processor. If these 
requirements are not met then the performance of the 
execution of the application can be same or worse from the 
performance of the execution of the same application on a 
single-core processor.

III. PLASMA (MOST MIPS I) IP CORE

The PLASMA microprocessor is a 32 bit RISC processor 
core designed in VHDL1 that is fully synthesizable. It 
executes all the instructions in user mode specified in the 
MIPS ISA with the exception of the instructions for 
misaligned memory access2 [5]. On [4], the source code of 
the latest version of the PLASMA core can be downloaded. 
The current implementation incorporates and some 
peripherals like UART and Ethernet. It is tested on several 
FPGAs from [6] and [7].

1 VHDL presents an acronym that consists from two acronyms: VHSIC 
and HDL. VHSIC stands for Very High Speed Integrated Circuit and HDL 
stands for ardware Description Language. VHDl is a language defined by 
the IEEE (ANSI/IEEE 1076-1993).

2 The implementation of these instructions was not possible due to the 
fact that those instructions were patented during the design of the processor.
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Fig. 1. PLASMA core architecture [1].

The processing unit can be implemented two or three 
stage pipeline and optional 4kB cache memory. The 
working frequency when implemented in [6] or [7] FPGAs 
has reached 25 MHz and 50 MHz depending of the FPGA 
model. The core is not implemented on a silicon level or at 
least it was not reported in the consulted bibliography.

Fig. 1 shows the architecture of the PLASMA core. For 
example an ADD instruction will perform the following 
steps (stages): the “pc-next” entity will pass the value of the 
program counter (PC) to the “mem_ctrl” entity which in 
return will fetch the opcode from memory (end of stage 1); 
the memory wil return the opcode (end of stage 2); the entity 
“mem_ctrl” will pass the opcode to the “control entity”; this 
entity will convert the 32 bit opcode to a 60 bit VLIW3 code 
and will send control signals to the other entities; based on 
the “rs_index” and “rt_index” control signals, the entity 
“reg_bank” will send the 32 bit “reg_source” and 
“reg_target” values to the entity “bus_mux” (end of stage 3); 
based on the “a_source” and “b_source” control signals, the 
entity "bus_mux" multiplexes “reg_source” onto “a_bus”
and “reg_target” onto “b_bus”; based on the “alu_func”
control signals, "alu" adds the values from “a_bus” and 
“b_bus” and places the result on “c_bus”; based on the 
“c_source” control signals, "bus_mux" multiplexes “c_bus”
onto “reg_dest”; based on the “rd_index” control signal, 

3 VLIW is an acronym that stands for Very Large Instruction Word

"reg_bank" saves “reg_dest” into the correct register (end of 
stage 4, stage 3 if using two stage pipeline); read or write 
memory if needed (end of stage 5, stage 4 if using two stage 
pipeline).

The result of the simulation of the operation of the 
PLASMA core is shown on Fig. 2.

IV. MULTI-CORE PROCESSOR BASED ON PLASMA IP CORE

The multi-core processor showed on Fig. 9 and 10 that 
was implemented is a four (or two) core processor that is 
based on the PLASMA IP core mentioned before. It consists 
of:

Four cores based on the PLASMA IP core: There was 
very little core modification so that the architecture of the 
multi-processor remains simple. The only modification was 
with the addition of an arbiter sub module that will generate 
requests to the main bus arbiter in order for the processor to 
start read/write memory cycle. Bus arbiter (Fig 3): this is the 
module that controls the bus. It assigns the bus to one core at 
a time so it eliminates bus conflicts between the cores [8]. 
The main job of this entity is to make sure that the cores will 
access the bus fairly. For example core zero has bigger 
priority than one, one has bigger priority than three, three 
than four and so forth. When the bus will be freed by a core, 
the arbiter assigns the bus to the next core from the FIFO list 
that has requested it. Fig. 4 shows the usage of the arbiter.
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Fig. 2. Operation of the PLASMA core.

If the bus is free, this module will provide access on it on 
the first core that will make request. Subsequent request 
(while the bus is in use) are put in a FIFO list in the order 

they happen. If there are simultaneous requests the priority 
is given by the core number.

The arbiter’s buffer has to be with size equal or larger 
than the number of cores to accommodate the worst case 
scenario - when all cores have requests for bus utilization. 
His work is showed on Fig. 4.

Fig. 3. Architecture of the arbiter.

Bus multiplexer: depending on which core the bus is 
allocated, the multiplexer connects the selected core bus 
with the main bus [9]. Its architecture is shown on Fig. 5.

There are several peripherals on the processor:
1. UART - standard UART controller which can be

accessed by two registers, one for received data, and the 
other for data transmission. The data is consisted from 8 bits 
and it is without any parity bit.

2. Registers for interrupt requests - two registers, one for
reading the status of the pending interrupts and the other for 
interrupt masking.

3. Counter register - 32 bit register used for counting
clock cycles. It increases its value on every cycle

4. GPIO ports - two registers, one used to write values to
the GPIO pins and the other used to read values from the 
GPIO pins.
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Fig. 4. Operation of the arbiter.

Fig. 5. Bus multiplexer architecture.

V. RESULTS

The following findings are based on test runs of different 
programs and in every succeeding program the number of 
instructions was increased [10]. Fig. 6 shows how the 
performance improvement in processing performs with 
increasing amount of work for the tasks and it is measured 
by the number of instructions that the tasks are running. The 
result shown are for three different tasks where the 
percentage of instructions accessing memory changes. In 
the plot on Fig. 6 tasks that have 15%, 4.17% and 3.22 % 
access to the processor bus are shown. The results from Fig.
6a and 6b are comparison of a processor with four and two 
cores respectively. In all cases it is seen that the 
performance rises with increasing the work that the task are 
doing. This is because the percentage of time it takes the 
operating system to reschedule tasks is declining. Beyond a 
certain value this time becomes negligible compared to the 
time of actual processing. It is also noticeable that we 
always get a limit on the improvement which depends on the 
percentage of instructions that access the bus. In the best 
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case on Fig. 6a this value is about 4 whereas on Fig. 6b is 2 
which are the respective values that theoretically we can 
achieve in ideal cases. The ideal case is when we have no 
collisions on the bus and the only time we can assure that 
this will be possible is when no core will access the bus at 
any moment which is impossible. The increase in collisions 
causes degraded performance.

The next findings on Fig. 7 are based on testing the 
processor, running programs in which the utilization is 
increased progressively on the bus [11]. Collisions on the 
bus increase with increasing the number of cores and with
increasing the bus utilization every time we add a core. 
Evaluation is done on how the efficiency of the core 
increases as the collisions decrease. On Fig. 7 it is shown 
that the improvement in the processing time of the tasks 
decreases along with the increase in the percentage of 
instructions that access the bus (for unwanted results, which 
is very low percentage, the improvement decreases again). 
This is because for these small values, effective processing 
time of tasks begins to decrease and the time to reschedule 
the tasks is no longer negligible.

Fig. 6. Improvement in execution time when going from one to four cores.
Shows the relationship of times of execution in function of the amount of 
processing tasks are run. The amount of processing measuring instructions 
that execute tasks.

Fig. 7. Improvement in execution time for four and two cores, compared to 
a core function of the percentage of instructions that access to the bus (red -
4 cores, green - 2 cores).

VI. CONCLUSION

In this paper we have presented an implementation of a 
multi-core system on which were performed several tests. 
The presented result shows dependency of performance with 
the number of cores, the type of application (task) and 
whether we have memory cache or not. The factors that 
determinate the main efficiency of a processor is the bus 
usage on behalf the processing that needs to be done. 

There are other factors to be evaluated in the future 
including other type of arbiter policies and memory cache 
that is not shared between data and instructions. Other future 
work may involve implementation of a larger multi-core 
processor with more than four cores, development of an 
operating system that will control the proper distribution of 
the tasks that need to be executed. Here we have showed 
author’s first implementation of a multi-core processor and 
there are a lot of possibilities for further development of the 
design.

VII. APPENDIX

Fig. 8. PLASMA core connections.
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Fig. 9. Multi-core processor UART interface.   Fig. 10. Memory controller of the multi-core processor.

Fig. 12. Connection of the bus multiplexer with one of the cores.Fig. 11. Connection of the bus arbiter with one of the cores.
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Abstract—This article is devoted to the research of channel 
efficiency for IP-traffic transmission over Digital Power Line 
Carrier channels. The application of serial WAN connections 
and header compression as methods to increase channel 
efficiency is considered. According to the results of the 
research an effective solution for network traffic transmission 
in DPLC networks was proposed.

Keywords: header compression, high voltage Power Line 
Carrier communication, IP-networks.

I. INTRODUCTION

In the power utilities Digital Power Line Carrier (dPLC) 
channels over High Voltage Lines (HVL) are widely used 
for voice and data transmission. It should be noted that PLC 
have not lost its significance even with the advent of OPGW 
technology. PLC equipment is widely used for 35/110/220 
kV power lines.

Talking about convergent solutions with dPLC the 
networks built by SIEMENS AG with the use of Frame 
Relay Access Devices (FRAD) as node equipment is the 
prime example of successful technical solution. DPLC 
Frame Relay (FR) networks were organized in the period of 
2002-2009 in the countries of Latin America, Asia, Africa 
and CIS. In many projects, the author was personally 
involved.

Outdated Frame Relay, removal of Frame Relay 
multiplexer production, and IP traffic transmission 
requirements updates led to the need to shift from Frame 
Relay technology to IP technology. Let's mark that 
discussing questions related to IP-traffic transmission, we 
will repeatedly refer back to the experience of creation of 
FR networks. It is necessary to explain what will be the cost 
of technology transition and what way is the most efficient.

II. THE VARIANTS OF IP-TRAFFIC TRANSMISSION VIA
DPLC LINKS

Let’s start from analysing the functionality of modern 
dPLC equipment for IP traffic transmission. It should be 
mentioned that in most modern devices function of Ethernet 
Bridge is integrated. At first glance it is the easiest way of IP 
networks organization. The use of widely spread Ethernet 
interface allows to connect any network equipment directly 

to the PLC terminals. In this case the PLC terminal 
participates in packet processing, and it defines PLC 
terminal as network element. 

It can make traffic filtering, control, QoS procedures and 
etc. Depending on producer decision the functions might be 
absolutely different.  Structural scheme of IP-PLC link with 
application of Ethernet Bridge is shown in Fig.1.

A significant disadvantage of Ethernet Bridge is a big size 
of the header SL2 of the data link layer protocol Ethernet, 
equal to 26 bytes. DPLC channels are inherently low speed. 
In most cases the speed of data transmission does not exceed 
few tens of kilobits per second. Therefore, a large volume of 
overhead information leads to a reduction of channel 
efficiency Eff in link with the initially small  data rate.

Turning back to the rich heritage of the FR networks, we 
can see that the size of the header SL2 was equal to only 6-8
bytes that is several times smaller in comparison to Ethernet
Bridges. We ask the question whether it is possible to 
minimize the size of the SL2 in IP-based networks. The 
answer is: in order to reduce the size of the header of the 
data link layer protocol it is necessary to use PPP-
encapsulation of Ethernet frames. But in this case, the IP-
router should be connected to the dPLC over serial interface, 
such as X.21 or V.35.

It should be admitted that the choice of network 
equipment in this case is limited because many 
manufacturers do not use serial interface modules in their 
routers. But this solution has two distinct advantages over 
Ethernet Bridges. The use of serial WAN connection and
PPP-encapsulation reduces the size of the link layer header 
up to 8 bytes. DPLC equipment is not involved in the packet 
processing, it just converts electrical signal of X.21 interface 
to high frequency (HF) signal and vice versa. It simplifies 
the architecture of dPLC devices that in turn reduces its cost.
It also reduces time of channel recovery in case of loss of 
synchronization between modems. Using Ethernet Bridges it 
is necessary to consider the time of data exchange between 
network elements of dPLC devices following after 
recovering of synchronization between modems.  From the 
author’s practical experience the time of channel recovery 
for Ethernet Bridge links exceeds the time of link with serial 
WAN connection more than 3 times.
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Another advantage of serial interfaces relates to the existing 
dPLC FR networks. The use of interface X.21 allows 
replacing FRAD multiplexers on IP routers and upgrading
FR network without necessity to substitute the dPLC
equipment. The structural scheme of IP-PLC link with serial 
WAN connection is shown in Fig.2.

At the network and transport layers in IP-networks its 
own headers are formed, which lead to further reduction of 
the channel efficiency. It should be noted that henceforth the 
IP protocol will be considered only in 4th version as widely 
used in the corporate communications networks.

III. COMPARISON OF ETHERNET BRIDGES AND SERIAL WAN
CONNECTIONS

So, we need to compare the channel efficiency for 
Ethernet Bridge and serial WAN connection. For this we 
need to calculate the part of the payload in VoIP and in data 
frames.
The size of VoIP packet SVoIP will depend on type of voice 
codec. Using a low bit-rate codecs ACELP or MP-MLQ the 
size of IP-datagram SLoad is equal to 20 or 30 bytes.  The 
total size of IPv4/UDP/RTP header SIP/UDP/RTP   in VoIP 
packet is equal to 40 bytes. For calculation of frame size and 
channel efficiency EffVoIP for voice frames  (1) and (2) 
formulas are used. The results of calculation are shown in 
Table 1

 (1)

(2)

TABLE I
RESULTS OF CALCULATION OF SVOIP AND EFFVOIP

L2 
Protocol

SL2,
bytes

SIPv4/UDP/RTP,
bytes

SLoad,
bytes

SVoIP,
bytes

EffVoIP,
%

PPP 8

40

20 68 29,41

30 78 38,46

Ethernet 26
20 86 23,26

30 96 31,25

Calculation shows that in best case EffVoIP does not 
exceed 40%, while the use of Ethernet Bridge is the worst 
variant (EffVoIP = 23,26%).

We return to the dPLC Frame Relay networks. For the 
VoFR technology channel efficiency EffVoFR is 71.4% and 
78.9% for voice packets with size of 20 or 30 bytes, 
respectively. Due to the size of headers EffVoIP is much lower 
than EffVoFR. It means, ceteris paribus, that it is necessary to 
expand bandwidth of dPLC channels. In most cases it is not 
possible because of deficit in available frequencies in band 
of high voltage Power Line Carrier Systems.

It will be more complicated to analyse data packets, 
because initially we do not know the exact size of maximum 
transport unit (MTU) which can vary from 46 to 1500 bytes. 
Since we consider convergent channels, it is necessary to 
take into account an important requirement - the time of data 
packets processing should be minimal, in order to provide 
speech transmission with minimal delay. But the size of the 
frame should not be too small to be in vain not to increase 
the share of the overheads. Serialization delay Tserial is the 
time that is necessary for processing of layer 2 frame from 
the first to the last bit and defines by formula (3). This is a 
factor that limits the acceptable size of frame.

Fig.2. Structural scheme of IP-PLC link with serial WAN connection.

Fig. 1. Structural scheme of IP-PLC link with Ethernet –Bridge.
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Tserial depends on the size of frame SData and data rate C:

 ,  (3)

where

(4)

Recommended value of serialization delay should not 
exceed 10-15 ms [1]. For dPLC channels to meet this 
requirement is extremely difficult, explain why. It is clear 
that the greater capacity of the communication channel, the 
greater may be the size of data frame at a predetermined 
Tserial. The minimum size of the payload (MTU) for Ethernet 
is limited by 46 bytes. For guaranteed data transmission 
TCP protocol is used. The total size of IPv4/TCP headers
SIP/TCP is 40 bytes. Consequently, for minimum MTU, the 
size of Ethernet frame will be equal to 112 bytes and PPP 
frame – 94 bytes.

The results of Tserial calculation for Ethernet and PPP 
protocols on dependence of  data rate and the calculation of
the maximum frame size of data for a given serialization
delay of 10 ms are shown in Table 2.

Required serialization delay of 10 ms is performed for 
PPP protocol with data rate not less than 76 kbps and for 
Ethernet not less than 92 kbps. For dPLC links with 4 and 8 
kHz bandwidth such data rate cannot be reached at all.
Therefore minimum MTU size needs to be used regardless
on data rate. Calculation of the channel efficiency EffData for 
data transmission with the minimum size of MTU gives the 
following results: PPP-50%, Ethernet – 42%. At the 
maximum possible speed for dPLC channels in the 320
kbps, Sdata can be increased up to 400 bytes, EffData will be 
equal to 88-83% accordingly.

IV. APPLICATION OF HEADER COMPRESSION

Reduction of the amount of overhead for transmission of 
IP packets can be achieved by compression of the headers. 
The packet consists of two parts - a header and payload. In 
IP networks, after session establishment the most part of 
fields of header are static during the session time, and some 
fields could be inferred. Fig. 3 and Fig. 4 shows the 
structure of headers IPv4/UDP/RTP and IPv4/TCP and 
characteristics of its fields [2].

TABLE II
RESULTS OF CALCULATION OF  TSERIAL  AND SDATA

С, kbps TSerial (PPP), 
ms

TSerial (Ethernet), 
ms SData , byte

22000 34,2 40,7

with minimum 
MTU size

36000 20,9 24,9

50000 15,0 17,9

64000 11,8 14,0

76000 9,9 11,8

92000 8,2 9,7 115

114000 6,6 7,9 143

128000 5,9 7,0 160

144000 5,2 6,2 180

192000 3,9 4,7 240

190000 4,0 4,7 238

256000 2,9 3,5 320

320000 2,2 2,8 400

In 1990, CISCO software engineer Van Jacobson 
suggested to use IP header compression on the basis of 
statement that during session the most part of field in packet 
headers is static or rarely changing. In the same year the 
document RFC 1144 was published, describing header 
compression fundamentals. Today this technique is known 

Fig.4. Characteristics of fields of IPv4/TCP header.

Fig.3. Characteristics of fields of IPv4/UDP/RTP header.



40

Proc. of the International Conference on Applied Innovations in IT, (ICAIIT),  Volume 2, Issue 1, March 2014

as Van Jacobson Header Compression. Nowadays existing 
compression techniques can be divided into two groups. The 
first group includes methods where transmission of delta 
values of varying fields is used. It includes methods RFC 
2507 IPHC, RFC 2508 cRTP, RFC 3545 ECRTP. Its use for 
PPP connection is described in the document RFC 3544 "IP 
Header Compression over PPP". All these methods are 
implemented in practice in CISCO routers and use for the 
serial WAN connections with PPP-encapsulation. The 
second group includes methods ROHC (Robust Header 
Compression) RFC 3095 ROHC, RFC 4996 ROHC-TCP 
profile, RFC 5225 ROHC v2. In these methods information 
about changing fields is transferred with the use of Window 
Based Least Significant Bit Encoding. In most cases
methods of ROHC are used in wireless communication. 
Table 3 shows the characteristics of the existing header 
compression methods.

The basic characteristics of header compression methods 
are: compression ratio showing the decrease of the header 
size after compression, scheme of compressed headers 
transmission and immunity.

Compression ratio is calculated by the formula (5) [6]:

(5)

where 
SC – compressed header size, bytes;
SU - uncompressed header size, bytes.
In most cases transmission of compressed headers is 

performed with application of frames. In the beginning of 
the session N packets with uncompressed headers are 
transmitted.

Refreshing of the session context is performed by 
transmission of uncompressed header in the beginning of 
each following frame with number of packets F. This 
scheme is particularly effective when there is no feedback 
between the decompressor and the compressor, since in this 
case the context update request is impossible. According to 
the results of the research represented in [7] frame size must 
be equal to 10 packets to provide high compression ratio 
even for high values of bit error rate (BER). It should be 
noted that in practice the size of frame and scheme of 
compressed headers transmission depends on compression 
algorithm realized by equipment developers. 

Considering F:

(6)

where
Q – total number of packets transmitted during the 

session.

TABLE III
Characteristics of Header Compression Methods

The formula for calculation of average compression ratio
G* during the session can be represented as (7):

for Q → ∞:

(7)

Using (7) we find the value of the average size of 
compressed header during the session SC

*:

(8)

Immunity is determined by the compression method 
resiliency in case of errors in the packets and their losses. 
According to EFFNET company researches the best 
immunity have ROHC methods and ECRTP. Compression 
ratio of ECRTP is significantly lower than ROHC one, 
because transmission of absolute values of changing fields 
instead of delta values is used. 

Using (5), (7) and (8) we make the calculation of G, G*,
SC

*. The size of compressed header SC is assumed as 
maximum possible according to data shown in Table 3. 
Results of calculations are represented in Table 4. We can 
see that the size of compressed header is significantly 
reduced in comparison with uncompressed header. 

RFC Method Characteristics Implementation

1144

Van Jacobson 
Header 
Compression 
«VJHC»

IPv4/TCP
from 40 to 4-7
bytes

CISCO routers [3]
dPLC equipment
PowerLink 50/100 
(SIEMENS) [4]
ETL 600 (ABB) [5]

2507
IP Header 
Compression
«IPHC»

IPv4/TCP
from 40 to 4-7
bytes
IP/UDP
from 28 to 2-5
bytes

CISCO routers

2508

Compressed 
Real Time 
Protocol 
«cRTP»

IPv4/UDP/RTP
from 40 to 2-4
bytes

CISCO routers

3095 Robust Header 
Compression

IPv4/UDP/RTP
from 40 to 1-4
bytes

EFFNET controller[6]
dPLC equipment
PowerLink 50/100 
(SIEMENS) [4]
ETL 600 (ABB) [5]

3545
Enhanced 
Compressed 
RTP (ECRTP)

IPv4/UDP/RTP
from 40 to 8-12
bytes

CISCO routers

4996
Robust Header 
Compression 
TCP Profile

IPv4/TCP
from 40 to 4 bytes EFFNET controller [6]
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TABLE IV
Results of  G,  G* , SC*, Calculations

Method of compression SC ,
bytes G SC*,

bytes G*

VJHC/ cRTP
(IPv4/UDP/RTP 40 bytes) 4,0 0,90 ≈ 8 0,81

ECRTP 
(IPv4/UDP/RTP 40 bytes) 12,0 0,70 ≈ 15 0,63

ROHC 
(IPv4/UDP/RTP 40 bytes) 4,0 0,90 ≈ 8 0,81

IPHC (IPv4/TCP 40 bytes) 7,0 0,83 ≈ 10 0,74

ROHC-TCP 
(IPv4/TCP 40 bytes) 4,0 0,90 ≈ 8 0,81

Finally we need to perform the calculation of the EffVoIP

with the use of header compression. The results of 
calculations are shown in Table 5. For comparison the data 
for the VoFR technology is shown. The greatest benefit of 
compression can be achieved using PPP-encapsulation 
techniques and ROHC or cRTP compression. In this case
channel efficiency increases almost twice and differs from 
the dPLC Frame Relay networks values not more than 13-
16%. For Ethernet Bridge the benefit is not so significant.

TABLE V
Results of  EffVoIP Calculation Given the Use of Header Compression

Pa
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te
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EffVoIP, %
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on

cR
TP

EC
R

TP

R
O

H
C

V
oF

R
(L

2=
8 

by
te

s)

20
PPP 29,41 55,56 46,51 55,56

71,43
Ethernet 23,26 37,04 32,79 37,04

30
PPP 38,46 65,22 56,60 65,22

78,95
Ethernet 31,25 46,88 42,25 37,04

For data packets the gain from use of IP header 
compression can be expressed in opportunity to:

1) Reduce the serialization delay on size of ∆Tserial and
become closer to the recommended value of Tserial:

(9)

2) Increase the size of MTU on ∆SMTU for the same
serialization delay:

(10)

In the first case the delay is reduced, in the second one
speed of information transmission is increased. For applied 
tasks the use of header compression allows to increase the 
size of the transport block by 30-34 bytes without increase

of the serialization delay. For example, instead of 46-byte 
MTU size 80 bytes can be used. It means that in one packet 
almost twice more information will be transmitted, that in 
turn will increase the channel efficiency Eff.

V. APPLIED TASKS OF IP-NETWORKS CREATION  VIA DPLC
We consider applied tasks of IP networks building over

dPLC links. Available on the market DPLC equipment 
allows realizing IP networks scenarios with the use of 
Ethernet Bridges and PPP connections. As was shown
above, the use of header compression is necessary to
increase the channel efficiency.

Compression methods cRTP, ECRTP, VJHC and IPHC 
are implemented in CISCO routers, but in this case
connection to dPLC equipment must be carried out via the 
serial interface X.21.

Practical application of the most advanced ROHC 
methods is complicated by the necessity to integrate them 
into dPLC equipment. The leading companies that deal with 
the development, adaptation and implementation of ROHC 
are Swedish «EFFNET» and German «Acticom Mobile 
Networks». But in order to use their technical solutions the 
license is needed. Two biggest manufacturers of dPLC 
equipment SIEMENS AG and ABB already integrated 
compression ROHC (RFC 3095) and VJHC (RFC1144) into 
functions of their devices PowerLink 50/100 and ETL 600. 
In both cases, technical solution from EFFNET was used. 
Since in both devices Ethernet Bridge is used, Eff does not 
increase too much. For VoIP packets EffVoIP increases by no 
more than 4-6% in comparison to the uncompressed header 
transmission. For data packets everything depends on the 
size of MTU. For the minimum size of MTU EffData

increases on 15%.
Using IP routers with serial interfaces and PPP 

encapsulation eliminates the problem of large size of the 
data link layer protocol header. For VoIP packets, even for 
compression technique ECRTP, increase of EffVoIP will be 
more than 17%. Using IPHC compression technique for
headers of data packets EffData will increase more than 22%.

As result of performed research we can propose the 
development of converter in which PPP encapsulation is 
used, and for header compression ROHC techniques (RFC 
3095) ROHC-TCP (RFC 4996) are used. In case of external 
rendition such converter can be used with dPLC equipment 
and network equipment of any manufacturers. 
Interconnection with dPLC is performed via serial interface, 
with network equipment – via Ethernet. This solution 
simplifies architecture of dPLC devices and reduces its cost.
Structural scheme of IP-PLC link for suggested solution is 
shown in Fig.5.
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VI. CONCLUSION

1) Transmission of IP packets in dPLC networks with
uncompressed headers leads to inefficient use of channel, 
because most of the resources are spent on transmission of
overheads.

2) The use of header compression reduces the size of the
header for VoIP packets up to 1-12 bytes and for data 
packets up to 4-7 bytes depending on type of compression 
techniques.

3) ROHC techniques provide the best compression ratio
and high immunity, but its practical use is associated with 
the necessity to integrate compression algorithm into dPLC 
device. The simplest practical solution: the use of IP routers 
which perform header compression with the use of cRTP, 
ECRTP and IPHC techniques.

4) The use of Ethernet Bridges in dPLC networks is
inefficient solution, because of the big size of L2 header. 
The best solution is application of PPP-encapsulation.

5) Interconnection of IP routers and PLC equipment via
serial interface e.g. X.21 allows to avoid involvement of 
dPLC in packets processing. It reduces the total time of 
packet processing in the network and reduces the costs of 
additional functions of dPLC.

6) Creation of proposed converter will allow using the
resources of channel capacity with the maximum efficiency.
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Abstract—In this paper the construction of Reed-Solomon 
RS(255,239) codeword is described and the process of coding 
and decoding a message is simulated and verified. RS(255,239), 
or its shortened version RS(224,208) is used as a coding 
technique in Low-Power Single Carrier (LPSC) physical layer,
as described in IEEE 802.11ad standard. The encoder takes 
239 8-bit information symbols, adds 16 parity symbols and 
constructs 255-byte codeword to be transmitted through 
wireless communication channel. RS(255,239) codeword is 
defined over Galois Field GF( and is used for correcting up
to 8 symbol errors. RS(255,239) code construction is fully 
implemented and Simulink test project is constructed for 
testing and analyzing purposes.

Keywords: galois field, IEEE 802.11ad, QAM, Reed-
Solomon

I. INTRODUCTION

Reed-Solomon codes are powerful technique for error 
detection and correction. Reed-Solomon codes are 
representatives of block code family, as they operate on an 
information by dividing it into blocks of data, consisting of 
information symbols to which parity symbols are added [1]. 
Reed-Solomon codes are known as RS(n,k) codes, where n 
represents the total number of symbols in one code block, 
while k is the number of information symbols in that block. 

IEEE 802.11ad standard is popular standard for wireless 
local area transmission at 60 GHz with very high 
throughput. The IEEE 802.11ad standard supports three 
different modulation methods: spread-spectrum modulation, 
single carrier (SC) modulation and orthogonal frequency 
division multiplex (OFDM) modulation [2]. Different 
coding schemes are defined for each of these modulation 
methods, each having different error protection coding 
complexity and performance. One of the modulation 
methods which are covered by this standard is the Low-
Power Single Carrier modulation technique, as subset of 

Single Carrier modulation. 
The purpose of this paper is to fully describe and 

implement the coding scheme used in Low-Power Single 
Carrier, which is RS(255,239) coding. It will be tested and 
simulated in Simulink.

The block diagram of Low-Power Single Carrier 
encoding and modulation steps is given in Fig. 1. Our focus 
will be RS (255,239) encoder block, which is simplified 
alternative version of LDPC encoding used in Single 
Carrier. Low-Power Single Carrier uses this encoding 
mainly because of the minimized power consumption, but 
still at the expense of less robust error correction.

The paper is being organized in the following chronology. 
First the Reed-Solomon encoding technique is being 
discussed, along with the necessary mathematical 
background needed for construction of RS(255,239) codes. 
In section III the process of encoding an example 239-byte 
message is described. In sections IV and V the encoding 
process is being simulated and verified in Simulink. Lastly, 
a conclusion is being drawn.

II. REED-SOLOMON ENCODING TECHNIQUE

Reed-Solomon codes are used as an error correction 
technique which adds redundant information to the data 
being transferred. The receiver, again using Reed Solomon 
decoding algorithm, can detect and correct specified number 
of errors which may have occurred in transmission. Reed-
Solomon codes are widely used error correcting codes, 
mainly because of their efficiency and simplicity, compared 
to other codes [3].

First, some essential background on Reed-Solomon 
coding theory is provided, along with Galois field arithmetic 
which is the base for generating Reed-Solomon codes. Then, 
the process of encoding SC information, with given 
parameters is described, and simulated using Simulink.

Implementation of Reed-Solomon RS(255,239)
Code
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SS. Cyril and Methodius University - Faculty of Electrical Engineering and Information Technologies 
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Fig. 1. Block diagram of Low-Power Single Carrier encoding and modulation steps.
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A. Reed-Solomon Codes
Every error detection and correction code has three 

primary characteristics: code length, dimension and 
minimum distance. The code length, n, represents the 
number of symbols per codeword. The dimension of the 
code, k, represents the number of actual information 
symbols, transmitted in one codeword. The minimum 
distance is the minimum number of symbol differences 
between codewords. 

Reed-Solomon codes are block codes, which means they 
operate on blocks of data. They have linear and cyclic 
characteristics. Linearity is ability to construct new 
codeword by adding together already constructed codeword, 
while the cyclic characteristic is seen as the ability to 
produce new codeword by cyclically shifting the symbols of 
a given codeword. Reed-Solomon codes are particularly
well suited for detecting and correcting burst data errors. If a 
symbol has error in more than one bit, that error still counts 
as one symbol error that can be corrected. This leads to a 
conclusion that Reed-Solomon codes can correct many bit 
errors.

The process of encoding a message consists of dividing 
the message which needs to be transmitted into submessages 
of specified length. Then, parity protection information is 
added to the end of each submessage, thus forming one 
block of specified length (specified number of symbols).

Reed-Solomon codes use abbreviation RS(n,k), where n 
is the number of symbols in one block of data, and k is the 
number of information symbols in that block. If the number 
of bits in one symbol is m, then the number of symbols in a 
block can’t be more than . In each block there are n-
k parity symbols, which means that the maximum number of 
corrected errors(in terms of symbols) in a block can be t =
(n-k)/2, as shown in Fig 2.

Different values of parameters n and k, provide different 
error correcting capabilities and produce different 
complexity of the whole error correcting system. In this 
paper we are focusing on RS(255,239) error correcting code, 
which can correct up to 8 erroneous symbols in one 
codeword. In the worst case, 8 bit errors may occur in one 
codeword, each one in different symbol, so the decoder can 
detect and correct 16 bit errors. In the best scenario, 8 
complete symbol errors may occur, in every bit of 8 
symbols, so the decoder can correct 8 x 8 bit errors. 

Reed-Solomon codes perform their function according to 

finite field arithmetic, as presented in the next section.

B. Galois Fields
Galois Field is a finite field, consisting of a finite number 

of primitive elements, usually denoted as . If a symbol 
length is m, then the number of elements in a Galois field 
will be . The field is abbreviated as GF( ) [4]. 

Each GF( ) element can be represented in two m-bit
forms, as coefficient which is an element from the set in 
(1) or as a polynomial expression, as described as in (2). 

 (1)

 (2)

The coefficients can take only binary values.
One symbol in RS(255,239) consists of 8 bits, which 

means that Galois Field has , or 256 field elements.
In GF(255,239) there are 256 coefficients:

and the polynomial representation of a field element in the 
same Galois Field is:

In order to define Reed-Solomon code, two main 
generator polynomials need to be constructed: field 
generator polynomial and code generator polynomial [5].

The field generator polynomial, p(x), needs to be 
irreducible polynomial of degree m. In GF( ) there are 18 
irreducible polynomials, and we have chosen the primitive 
polynomial

+1 (3)

In order to define the Galois Field, we need to calculate 
all field elements. Given the primitive polynomial, p(x), and 
knowing that must be a root of p(x), we can write:

+1=0 (4)

Fig. 2. Reed-Solomon code.
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+1

This means that , which is one of 256 coefficients, 
represents a Galois Field element written in binary form as 
00011101 or in decimal form as 29.

By using Galois arithmetic operations, we can calculate 
the other 255 Galois Field elements as shown in Table 1.

TABLE I
GF( FIELD ELEMENTS, WITH +1

Index
form

Polinomial and binary form Deci
mal
form

 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 0 2
0 0 0 0 0 1 0 0 4
0 0 0 0 1 0 0 0 8
0 0 0 1 0 0 0 0 16
0 0 1 0 0 0 0 0 32
0 1 0 0 0 0 0 0 64
1 0 0 0 0 0 0 0 128
0 0 0 1 1 1 0 1 29
0 0 1 1 1 0 1 0 58
0 1 1 1 0 1 0 0 116
1 1 1 0 1 0 0 0 232

.

.

.
0 1 0 0 0 1 1 1 71
1 0 0 0 1 1 1 0 142

C. Constructing RS(255,239)
In order to represent the information and parity symbols 

of
Reed-Solomon code as elements of GF( ), the code 

generator polynomial, g(x), needs to be constructed. The 
code generator polynomial has 2t=n-k factors, and their
roots are consecutive elements of previously defined Galois 
Field. In general form, the code generator polynomial is 
defined as:

(5)

where b can be 0 or 1.
For RS(255,239) code, the number of parity symbols is n-

k=2t=16, so the polynomial and decimal form of the code 
generator polynomial for correcting up to 8 errors is:

(6)

Galois Field multiplication and addition operations [6] are 
performed over g(x), and the resulting field generator 
polynomial, represented in decimal form, is:

(7)

III. REED-SOLOMON ENCODING PROCESS

In this section the arithmetic Reed-Solomon encoding 
process will be briefly described, and then applied over an
example sending message encoded using RS(255,239) code.

A. Forming The Codeword
The message that needs to be encoded in one block,

consists of k information symbols. It can be represented as 
an information polynomial, I(x), of degree k-1:

 (8)

where each of the coefficients is an m-bit 
symbol in GF( ). 

The process of encoding the message represented in (8) 
consists of multiplying the information polynomial, I(x), by 

, and then dividing the result by the code generator 
polynomial, g(x). 

The encoded message polynomial, which represents the
transmitted codeword, can be formed as follows:

(9)

where r(x) is the remainder of division operation of 
with g(x).

B. Encoding An Example RS(255,239) Message
In order to produce RS(255,239) codeword, an 

information message consisting of 239 8-bit symbols was 
generated in Matlab. The information polynomial is in the 
following form:

(10)

This information polynomial is then multiplied by to
allow space for 16 parity symbols, and the following 
polynomial is produced:

(11)
This polynomial is divided by the code generator 

polynomial, given in (6). The remainder represents the 16 
parity symbols which are concatenated at the end of the 
information message, thus producing RS(255,239) 
codeword.

The encoded message polynomial, T(x), has the following 
form:

(12)
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Fig. 4.  Scope block plot.

or expressed as GF( coefficients:

1, 2, 3, …, 237, 238, 239, 37, 133, 255, 126, 37, 59, 132, 
133, 56, 168, 179, 4, 9, 99, 79, 148.

IV. TESTING THE RS(255,239) CODE

RS(255,239) encoding and decoding process was 
designed and tested in Simulink. Fig. 3 shows the 
elementary building blocks which are configured in order to 
perform RS(255,239) coding, without adding noise in the 
transmitted information. This model will be upgraded in the 
next section.

Random Integer Generator block produces information 
symbols which need to be encoded. Mary number value is
set to 255 and samples per frame are to 239. The sample 
time is 1 second for every information symbol. Integer-Input 
RS Encoder encodes the information symbols, by adding 16 
parity symbols. The codeword length value, N, is set to 255, 
and the message length, K, is set to 239. The primitive 
polynomial is specified as [1 0 0 0 1 1 1 0 1], which is 
binary representation of +1, 
while the generator polynomial is calculated with specified 
Matlab function rsgenpoly(255,239). Gain block is set to 
ones for the first 239 coefficients and the other 16 parity 
symbols are set to zeros. 

Integer-Output RS Decode block has identical settings as 
the encoder. The Scope block shows the difference between 
the original message and the recovered message. As can be 
seen from Fig. 4, the plot is zero, which confirms that the 

decoder successfully corrected the errors. The calculated

error rate between the information data and decoded data is 
also zero.

V. MODULATION ADDED

The previously generated Reed-Solomon scheme for 
coding and decoding is a simple scheme, which does not 
assume simulation of real physical medium.

In the next implementation of Reed-Solomon coding and 
decoding process, two main blocks will be added: 
modulation block, as well as AWGN channel block (Fig. 5). 
The generated codeword produced by the RS Encoder 
module, is passed to a digital modulator. The purpose of the 
modulator is to map group of bits into one symbol to be 
transmitted, thus increasing the baud rate.

AWGN Channel module is used as a physical medium 
through which data transmission is conducted. AWGN 
channel adds white Gaussian noise to the input signal [7]. 
Fig. 6 shows RS(255,239) code operating with 256-QAM 
modulation scheme. System simulation parameters are
defined as in Table 2.

TABLE II
RS(255,239) SYSTEM SIMULATION PARAMETERS

Property Value
Sample time in seconds 1
Codeword length (n) 255
Message length (k) 239
QAM order 256
Bits per symbol 8
Uncoded Eb/No 15

The period of each frame in the model is set to 239 
seconds, which corresponds to a sample time of 1 second for 
every information symbol produced at the output of the 
Random Integer Generator. The symbol time at the output of 
the Integer-Input RS Encoder is reduces by a factor of the 
code rate, because 255 symbols are produced over a frame 
of 239 symbols. 

Fig. 3.  RS(255,239) elementary system.
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The parameters of AWGN channel are defined as in 
Table 3.

TABLE III
RS(255,239) AWGN CHANNEL PARAMETERS

Field Description and value
Mode Signal to noise ratio (Eb/No) [8]

Eb/No (dB) Ratio of information bit energy to noise 
power spectral dencity (without channel 

coding), in decibels
Number of bits per 

symbol
8

Input signal power Power of the symbols at the input of the 
block. This field value is calculated as: 

Uncoded Eb/No+10*log10(k/n)
Symbol period The duration of an information channel 

symbol (without channel coding), in 
seconds. This field is set to 1

Two bit error rate calculations are performed. The first 
one is coded BER, which compares the message prior to 
entering the RS encoder and the message after being 
decoded by RS decoder. The second one is channel BER, 
which compares the coded message, after being encoded by 
the RS encoder, and the received message, before being 
decoded by the RS decoder. 

In Fig. 6 we can see that the RS decoder successfully 
corrected certain number of errors, which produces no errors
in coded BER block, after the message is being decoded.
This is shown by the zero value on the plot produced by the 

Scope module (Fig. 3). The channel BER gives the number 
of errors generated after the data transmission, but before 
the decoding process. The channel BER is calculated by the 
Error Rate Calculation Block (Fig. 6). It can be concluded 
that all errors produced during transmission were 
successfully corrected by the RS decoder.

IEEE 802.11ad standard suggest using the shortened 
version of RS(255,239) as coding technique in Low-Power 
Single Carrier. Shortening means removing symbols from 
the information message before entering the encoder, not 
transmitting them and then re-inserting them at the decoder.

For the shortened version of the RS(255, 239) code, 
which is RS(224,208), the first 31 terms in information 
polynomial in (8) are set to zero and only 208 information 
bytes and 16 parity bytes are transmitted.  

In Simulink, shortening the code is incorporated in RS 
Encoder and RS Decoder blocks. To shorten the 
RS(255,239) code into RS(224,208) code, the codeword 
length value, n, needs to be set to 224, and the message 
length value, k, needs to be set to 208.

VI. CONCLUSION

In this paper, the complete process of implementing 
RS(255,239) code was described. The system was
constructed and simulated using Simulink, showing the 

Fig. 5.  RS(255,239) main coding and modulation blocks.

Fig. 6.  RS(255,239) coding an modulation process fully implemented in Simulink.
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correct implementation of the encoding process. This 
implementation will play big role in implementing complete 
IEEE 802.11 ad Low-Power Single Carrier system. Future 
improvements will be conducted, in terms of research how 
minimizing the n-k factor will affect on the performance of 
the code and still maintaining efficient error correcting 
capabilities. 
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 Abstract—Nowadays a huge attention of the academia and 
research teams is attracted to the potential of the usage of the 
60 GHz frequency band in the wireless communications. The 
use of the 60GHz frequency band offers great possibilities for 
wide variety of applications that are yet to be implemented. 
These applications also imply huge implementation challenges.
Such example is building a high data rate transceiver which at 
the same time would have very low power consumption. In this 
paper we present a prototype of Single Carrier - SC 
transceiver system, illustrating a brief overview of the 
baseband design, emphasizing the most important decisions 
that need to be done. A brief overview of the possible 
approaches when implementing the equalizer, as the most 
complex module in the SC transceiver, is also presented. The 
main focus of this paper is to suggest a parallel architecture for 
the receiver in a Single Carrier communication system. This 
would provide higher data rates that the communication 
system can achieve, for a price of higher power consumption. 
The suggested architecture of such receiver is illustrated in this 
paper, giving the results of its implementation in comparison 
with its corresponding serial implementation.

Keywords: 60 GHz, millimeter wave, single carrier, VHDL 
implementation, frequency domain equalization, wireless 
personal area network.

I. INTRODUCTION

Although the wireless technologies have been 
significantly improved and widely used in the past few 
years, the demand for high-definition (HD) video streaming, 
file transfer, wireless docking station, gaming, short-range 
backhaul, wireless desktop, and wireless Gigabit Ethernet 
has also increased. 

In order to respond accordingly to the needs of such huge 
application domain, a complete communication system with 
very high data rates (above 5 Gb/s) has to be designed. The 
comparison of the desired data rates, with those being 
achieved while using the 2.4 GHz and 5 GHz frequency 
bands, implies that a different approach has to be 
considered. Particularly attractive and promising candidates 
for multi Gb/s wireless transceiver systems are the 
millimeter-wave technologies providing up to 7 GHz 
unlicensed spectrum, which is available in many countries 
worldwide. The frequency bandwidth at 60 GHz is one of 
the largest unlicensed bandwidths ever to be allocated, 
offering the great potential in terms of capacity and 
flexibility [1].

When using higher frequencies, as a result of the 
increased free space path loss (21.6 dB worse than at 
5GHz), the propagation of the carrier wave is very short.
Therefore, the low-power transmissions will not propagate 
very far. However, considering that the 60 GHz band still 
confines the operation within a room in indoor environment, 
and that this actually reduces the likelihood of co-channel 
interference (and thus opens the possibility of higher 
frequency re-use density), this is considered as an advantage 
[2]. The huge bandwidth available for 60 GHz and UWB 
systems also simplifies the system design of these 
technologies. A system with much lower spectral efficiency 
can be designed to deliver a Gb/s transmission to provide 
low cost and simple implementation. 

The compact size of 60 GHz radio also permits multiple-
antenna solutions at the user terminal that are otherwise 
difficult if not impossible at lower frequencies. The form 
factor of 60 GHz systems is approximately 140 times 
smaller and thus can be integrated into consumer electronic 
products. These advantages led to the development of the 
60-GHz millimeter-wave-based wireless standards, that 
includes the IEEE802.15.3c, IEEE802.11ad, ECMA-387, 
and ISO/IEC 13156 standards. These standards exploit the 
60 GHz frequency band to provide high data rate media 
streaming, as well as rapid data transfer.

Despite of the various advantages offered, 60 GHz based 
communications suffer a number of critical problems that 
must be solved, making the implementation of low cost and 
low power 60 GHz system a huge challenge.

Two modulations are mainly used within the 60 GHz 
frequency band: Orthogonal Frequency Division 
Multiplexing – OFDM and Single Carrier – SC Modulation 
technique. When using OFDM, conceptually multiple 
carriers are sent at a specific moment, in parallel, each 
occupying a narrow frequency band. On the contrary, the SC 
modulation technique transmits a single carrier to which the 
symbols are being coded with high symbol rate. These two 
modulations are preferred choices due to their high 
bandwidth efficiency, for a cost of higher implementation 
complexity. Each technique implies important advantages 
and disadvantages over the other, but in summary the SC 
modulation is recommended when the system would be 
mainly deployed in line-of-sight – LOS cases with small 
delay spread. On the contrary, the OFDM modulation is 
recommended when the delay spread of the channel is 
longer. In this paper our focus is on the Single Carrier 
modulation technique.
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This paper is organized in several sections, as follows. 
The second section gives an overview of the main 
components of a Single Carrier transceiver. Both the
transmitter and receiver component modules are being 
demonstrated, with higher accent to the SC receiver modules 
as a more complex baseband design, in comparison with the 
transmitter. In section three, the different types of possible 
implementations for SC equalizers are listed, emphasizing 
the advantages and disadvantages of each. In the fourth
section we present parallel baseband architecture of the 
receiver, while choosing a concrete type of the previously 
illustrated possible implementations of the equalizer. Within 
this section we present the proportional results between the 
implemented parallel architecture and the corresponding 
hardware implementation of the receiver when it is 
implemented serially. In the following section we conclude 
the comparison between the two examined architectures. At 
the end of the paper our future plans for improvement of the 
presented architecture are listed. 

II. SINGLE CARRIER TRANSCEIVER

In this paper we focus on SC baseband modulation with 
frequency-domain equalization at 60 GHz. The transceiver 
is designed according to IEEE 802.11ad standards, 
implemented with VHDL, and so far tested using Xilinx 
Virtex-5 development board for FPGAs. 

In the following sub-sections, each of the conceptual 
modules of the system is being illustrated, emphasizing its 
functions in the whole system (illustrated in Fig. 1) and the 
important implementation aspects.

A. SC transmitter
In SC modulated system, the transmitter has a relatively 

simple design. Its main functions are to perform symbol 
modulation, and to form the frame according to the IEEE 
802.11ad standard.

1) Symbol modulation
On the physical layer, the stream of bits coming from the 

upper layers is being grouped in multiple bits that form a 
single symbol. For this purpose we are using the 64-QAM 
modulation technique, which transforms 6 incoming bits 
into one symbol. Each symbol has two components, the in-
phase and quadrature component, to which we refer as I/Q 
components [11]. These components are needed for 
transmitting the information, since they give the amplitude 
and the phase changes of the signal that carries the 
information. Although the standard recommends using less 
bits per symbol when using SC modulation in combination 
with QAM (because of the increasing Peak to Average 
Power Ratio -PAPR of the system), we further explore the 
64-QAM modulation with intention to convey more 
information in one symbol, while suggesting a different 

approach that would reduce the needed processing during 
the de-mapping at the receiver (explained in later section).

For this purpose, instead of mapping the bits sequentially, 
the symbols in the constellation diagram are mapped using
Grey codes [12]. This would enable us to de-map each 
received symbol on bit level, as it would be later illustrated.
2) SC frame format

The format of the frame being composed at this side of 
the communication, should be followed on the receiving 
side. Therefore, it is the transmitting side of the 
communication that, beside the field for frame 
synchronization, adds in each frame a preamble with 
additional information, needed on the receiving side. This 
includes the Golay complementary sequences that comprise
the fields of the SC preamble. The main fields included in 
each SC frame are shown in Fig. 3. Each packet payload 
consists of 52 symbols. According to the IEEE 802.11ad 
standard recommendation, the Cyclic Prefix length should 
be ¼ of the packet length. Thus, we choose CP length of 12 
symbols, as explained in [6].

B. SC receiver
As illustrated in Figure 6, at the receiving side, first of all, 

the received carrier analog signal has to be converted into
digital signal, using A/D converter with high sampling rate. 
In order to get valid results, the sampling rate of the A/D 
converter should be higher than twice the highest frequency 
that the system under test can pass with significant gain. 
Additionally, an even higher sampling rate would be
recommended, in order to avoid aliasing distortion [9]. 

Afterwards, using the synchronization fields, prepended at 
the frame that is being currently received, the receiver 
determinates the start of a frame. Then, using the separated 
fields in the preamble of the frame, the receiver is able to do 
channel estimation. This information is needed when 
performing the equalization, in order to decrease the BER 
(bit error rate), which among other factors, increases as a 
result of the occurred inter-symbol interference in the 
wireless channel. After equalization, the symbol de-mapping 
can be performed, forming a stream of bits for the upper 
layers.

Fig. 3.  Structure of a SC frame and preamble according to the IEEE 
802.11ad standard [6]. The SYNC field is used for frame synchronization 
and is consisted of 14 repetitions of the GCS with length 128; The SFD 
field is used for establishing frame timing and is consisted of 4 GCSs with 
length of 128; The CES field is used for channel estimation purposes and is 
consisted of 2 GCSs with length 128 and 4 GCSs with length 256. The 
exact GCSs are given in [7].

Fig. 1.  Main component modules of SC-FDE transceiver.

Fig. 2.  Main component modules of SC receiver. 
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The function of some of the modules illustrated in Fig. 2, 
as well as their implementation aspects, are explained in 
more detail in continuance.

1) Golay channel estimator module
More robust system to the channel noise can be 

implemented if the equalization is performed using 
information about the channel distortion which is conveyed 
dynamically, while the system is running. This would make 
the system more adaptable to the environment, and 
moreover, such approach has great potential of using it for 
driving the system in a different operational mode, in order 
to minimize the power consumption. For example, if the 
channel impulse response is relatively small in time domain, 
we could implement a less processing requiring technique 
that does minimal channel equalization. This leads us to the 
conclusion that the dynamic determination of the 
characteristics of the wireless channel is of huge importance, 
and at the same time, it has great potential for improving the 
transceiver system.

For these purpose the so called Golay channel estimator 
has been widely used. The estimator is based on the 
utilization of the Golay complementary sequences –
GCS.GCS are two sequences, whose aperiodic 
autocorrelations sum to zero in all out-of-phase positions, 
except in zero [5]. They find huge application mainly 
because the false peaks cancel each other exactly, and that 
their autocorrelations can be performed in parallel using a 
single, hardware efficient and fast correlator [10].

If we have two Golay Complementary sequences, ‘a’ and 
‘b’, each of the sequences is convolved with the channel 
impulse response after sending it through the channel H. 
When receiving the particular sequence, a Golay correlator 
is being used, which for known input sequences yields the 
autocorrelation of one of the sequences which is convolved 
with the channel impulse response. This is done for both of 
the sequences. Summing the results of the previous steps 
would yield the impulse response h(t) of the channel [9].
2) Channel equalization

When using the 60 GHz frequency band, the inter-symbol 
interference – ISI, which occurs in the wireless channel is 
much more severe compared with the 2.4 and 5 GHz 
frequency bands [13], [14]. More specifically, ISI at high 
frequencies spans over several tens to hundreds of symbol 
periods. Therefore, the equalization is inevitable part of the 
baseband processing, and fundamental for reliable data 
transmission for such channels. The main purpose for 
performing the equalization is to compensate for the 
occurred distortion in the channel, which includes ISI. 
Moreover, the equalization is designed according to the 
characteristics of the wireless channel, i.e. the channel 
impulse response.
3) Symbol de-mapping

Since each symbol is mapped with 6-bit binary number 
that represents a Gray code, we are able to perform the de-
mapping of the received symbol into string of bits, on bit 

level, as suggested in [12]. This approach is different from 
the conventional maximum likelihood (ML) algorithm 
which is usually used as a decision rule. The ML algorithm 
in this case is impractical since it requires many 
multiplications, additions, subtractions and comparisons. 
Therefore, assuming that all bits are equally likely 
distributed in the constellation plan, and using the Grey 
codes for each constellation point (as it was afore 
illustrated), we can implement low complexity demodulator.

This means that with simple comparisons of the bits of I
and Q values, we can determine the sequence of bits being 
sent. Thus, when using 64-QAM, the worst case scenario is 
performing total 14 comparisons, where several can be 
performed simultaneously. Therefore, the power 
consumption of this demodulator is very small, and the de-
mapping would require only few cycle periods.

The simplicity of the de-mapping module, when 
implemented with VHDL, is demonstrated with the results 
of the synthesis report, summarized in Table 1. The results 
prove that the device utilization is below 1%.

III. CHANNEL EQUALIZATION

When designing a Single Carrier transceiver system, huge 
attention should be paid to the type of equalizer that the 
system would employ. This is a consequence of the fact that 
the equalizer is the most time requiring and power 
consuming module of the system. At the same time, the 
reliability of the system depends on the employed equalizing 
technique, considering the needed retransmissions that can 
slow down the system. If the power consumption of the 
system is of huge importance too, then designing an 
equalizer with optimal performance could be especially
challenging.

There are numerous possibilities when implementing an 
equalizer for SC modulation. In this section a brief overview 
of the possible approaches is depicted. The main decision 
needed to be taken is whether the equalization should be 
performed in time or in frequency domain. The later implies 
using Fast Fourier Transform - FFT and Inverse Fast Fourier 
Transform - IFFT where the equalization is being performed 
i.e. the receiver.

TABLE I
RESULTS OF THE PERFORMED SYNTHESIS OF THE 64-QAM DE-MAPPER

Parameter Value Usage

Number of Slice LUTs 24  out of  69120 0%
Number of LUT Flip Flop 
pairs used:    24 /

Number of IOs 70 10%
Number of bonded IOBs 66  out of    640 /

Maximum combinational 
path delay

5.403ns
(4.094ns logic, 
1.309ns route)

/

Summary of the performed synthesis of the 64-QAM de-mapper where the 
sequence of bits is de-mapped by comparing I and Q values on bit-level. 
The de-mapper was implemented using VHDL. Utilized FPGA-based 
platform is Xilinx Virtex-5, with selected device 5vlx110tff1136, and speed 
grade of -1. 
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A. Time-domain equalization
Since the carrier in an SC transceiver is emitted in time 

domain, it is intuitive to consider time-domain equalization. 
The equalizing implemented in time domain is often 
comprised of two conceptual parts. The first part deals with 
the precursor ISI, and is referred as linear equalizer -LE.
The output of LE is a linear combination (weighted sum) of
the received signal and a finite number of previous input 
values. The cursor is equal to the symbol with the highest 
amplitude, and its position defines the channel delay [4]. 
The second part does adaptive equalizing and is 
conceptually based on the DFE equalizer, explained in later 
subsection.

Many implementations show that the traditional SC 
system with adaptive time domain equalization has very 
high signal processing complexity. This is more emphasized 
when the length of the channel impulse response exceeds 20 
data symbols, which, when using the 60 GHz band, is often 
the case. 

The biggest advantage using this approach is the lack of 
implementation of the FFT and IFFT required for 
frequency-domain equalization, which does reduce the 
power consumption of the system. If this aspect is very 
important, the time-domain equalization becomes valuable 
candidate for considering. 

B. Frequency-domain equalization
As it is emphasized in [6], when implementing the 

equalizer in time domain, the complexity of the module is 
very high. Since the yielded mathematical equations that
need to be implemented in hardware are very complex, and 
thus consume a lot of processing time, often in practice the 
time-domain approach is avoided for SC systems. Moreover, 
to get more accurate results the distance between the 
transmitter and receiver should be known in advance. Since 
this is very impractical as it conflicts with the practical 
advantages of using wireless networks from users’ 
perspective, often it is considered worth going into the 
frequency domain, performing simple one-tap equalization, 
after which we go back into time domain and perform the 
symbol de-mapping. 

In practice, it is usual to implement the equalizer in 
frequency domain, in which case, the equalizing operation is 
reduced to simple multiplication of the incoming data with 
coefficients that are previously calculated and stored in 
buffers. When the equalizer is implemented in the frequency 
domain, its complexity is comparable with the one of an 
OFDM system. As aforementioned, this implies that an FFT 
and IFFT are both used at the receiver (Fig. 1), where in
between a complex number multiplication is being 
performed (this multiplication can be optimized as 

illustrated in [6]). The values of the coefficients 
participating in the multiplication are directly connected 
with the characteristics of the 60 GHz channel. 

C. Decision Feedback equalization
To improve the accuracy of an FDE equalizer, very often 

DFE equalizers are being used. These, so called Decision 
Feedback Equalizers, use a feedback link which starts from 
the symbol being detected and affect the values with which 
we do the multiplication, as illustrated in Fig. 4. The idea of 
the DFE equalizers is simple: supposing that the detected 
symbol (using specific demodulation technique) is correct, 
we can “predict” its effect on the symbols that are yet to be 
equalized (hopefully corrected) and demodulated. 

Since the symbols are being detected after the IFFT 
operation (thus in time domain) and the equalization is 
performed in frequency domain, very often in practice, a 
third FFT module is used in order to improve the precision 
of the equalizer. The output of the third FFT is used to 
dynamically change the values of the coefficients that are 
used to perform the equalization in the frequency domain. 

If the power consumption of the system is important too, 
a different approach is often considered, which is illustrated 
in [6]. Instead of using a third FFT module, intermediate 
values are dynamically calculated, and then subtracted from 
the already equalized (in the first part of the equalizer) 
values of the received signal. Consequently, the calculation
of these values consumes additional energy, but this is 
proven to be essential, since the part of the equalizer that 
deals only with the precursor ISI ([13]) does not have good 
performance in practice, in terms of efficient equalization. 

This type of equalizer has lower hardware complexity, 
comparing it with the TDEs, and thus is often a preferred 
choice for a SC system. In contrary to the linear equalizer, it 
does not amplify the channel noise. In other words, it is 
harder for an error to occur. However, if a symbol is 
incorrectly detected, the propagation of this error is much 
bigger, leading to increased number of bit errors. 

D. Hybrid equalizers
Considering the various disadvantages and advantages of 

the aforementioned types of equalizers, very often in 
practice a hybrid type of equalization is implemented.

Example implementation of such equalizer is 
demonstrated in Fig. 5, [3]. The equalizer consists of linear 
equalizer (LE) and two decision-feedback equalizers: a main 
DFE and a sub-DFE. To cancel the pre-cursor ISI, in this 
implementation a LE with a limited number of taps is used. 
The sub-DFE is used to compensate the latency of the loop 
by limiting the feedback delay to one symbol period.

Fig. 5.  Diagram of example implementation of a hybrid equalizer, [3].
Fig. 4.  Block diagram of Decision feedback equalizer – DFE. 
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IV. PARALLEL ARCHITECTURE OF SC RECEIVER

The results presented in [6] show data rates that are below 
the goals of our project. Thus, to achieve higher throughput 
of the SC transceiver, in this paper we propose a different 
architecture, where the leading idea for performance 
improvement is hardware parallelization. The aim is to 
achieve data processing with high frequencies in order to 
accomplish multi-gigabit data rates. Since we use an FPGA 
platform, such high frequencies are not achievable even with 
more advanced FPGA boards. Thus, we propose a design of 
the receiver in a 60 GHz SC communication system, which 
has 4-parallel hardware architecture as illustrated in Fig. 6.

Since we present 4-parallel lines of processing, the clock 
period can be set to ¼ of the input symbol rate. In other 
words, the clocking signal of the ADC (the input symbol 
sampling rate) is 4 times faster than the signal clocking the 
rest of the modules.  This way, by setting each of the 

modules to use the maximal available frequency, we would 
achieve 4 times bigger throughput of the receiver. This can 
be implemented if the input symbol sampling rate is not 
smaller than 4 times the maximal frequency. In the rest of 
the cases we should use ¼ of the input symbol rate as stated 
afore.

The ADC converted values, which works 4 times faster 
than the rest of the modules, are stored in reserved buffer. 
This buffer copies the values of the A/D convertor when 
there are enough values for computing (4 frames). Then the 
synchronization is performed according to the sync field in 
the preamble of each frame, for which purpose we use 4 
separate synchronization modules. From this point on, the 
four frames are being processed in parallel, where at each 
stage the corresponding field of the preamble is removed, as 
demonstrated in Fig. 6.

A. Type of equalizer for a parallel SC receiver
As illustrated in the previous section, there are many 

types of equalizers that can be implemented. Although when 
the power consumption of the system is important the time-
domain equalizers should also be further investigated, in this 
paper we focus on the implementation of a frequency-
domain equalizer, in continuance to our previous work [6]. 

Since the nature of the DFE approach is serial processing 
of the data, because the output of the equalizer is fed back to 
the input of the second part of the equalizer (the part of the 
equalizer that deals with the post-cursor ISI), this approach 
contradicts to our intent to increase the data throughput of 
the system by hardware parallelization. We should also note 
the disadvantage of this type of equalizer, its long error 
propagation.

Fig. 6.  Quad-parallel SC receiver architecture. 

Fig. 7.  SC frequency domain equalizer without DFE. The figure 
illustrates the modules of FDE equalizer, where the coefficients for 
performing the equalization are dynamically calculated using the CES 
field of the SC preamble. First, the CIR is calculated, then using FFT the 
CFR is being calculated, and the results are stored in buffers (which 
values are re-calculated before storing depending on the equalization 
algorithm being applied). After the FFT operation of the CP and the 
Payload of the frame, the complex number multiplication can be 
performed with the stored FIR values.
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Consequently, in this paper we suggest equalization 
performed in frequency domain with coefficients that are 
being dynamically calculated. This topic has already been 
induced afore, when introducing the Golay complementary 
sequences, specifically when emphasizing their application 
in the communication systems. By using the GCS, we can 
dynamically determine the multipath channel impulse 
response – CIR information. By knowing the CIR, we would 
be able to calculate the multipath channel frequency 
response – CFR, and multiply the output of the FFT with 
these values (as illustrated in Fig. 7).

))4()4((
2
1)4( jkFCjkFCjkH rbra +++=+ (1)

The CFR calculation can be performed as demonstrated in
[15]. The Golay correlator, based on the GCSs that the 
preamble of each frame consists of, calculates the cross-
correlation values C’ra(4n+j) and C’ra(4n+j), j=0~3. At each 
stage in the Golay correlator the output is 1 bit shifted and 
C’ra(4n+j) and C’ra(4n+j) are sent to the FFT to calculate 
their frequency domain equivalent values (FC’ra(4k+j) and 
FC’ra(4k+j)). The final CFR values are average of the two at 
each frequency index (as illustrated in equation 1). Once the 
CFR is being calculated, the linear equalization algorithm 
can be performed, yielding the final equalizing Wl values, 
where l=0,1,…,63. 

B. Parallel data processing
From the four frames, that are processed in parallel, their

CES fields from their preambles are firstly removed. The 
CES field is used by the Golay correlator in order to 
determine the channel impulse response. The afore-
illustrated equalizer implies that it has two phases. First of 
all, the FFT should be used for the calculation of the needed 
Wl coefficients. If the Minimum Mean Square Error -
MMSE equalization algorithm is applied, the FIR values 
should be normalized and inversed before storing them [18]. 
Otherwise, if the Zero Forcing – ZF algorithm is being used, 
the reciprocal of the CFR has to be calculated. Afterwards, 
the receiver would be able to perform the equalization. 

In order to complete the equalization, the FFT first takes 
the rest of the frame (the CP and the payload) and performs 
the FFT operation, by which point we have the frequency 
equivalent of the received frame. As emphasized in [6], the 
CP must not be removed before the FFT operation is done, 

when working in SC mode. The final step of the calculation 
of the Wl coefficients can be performed simultaneously with 
the FFT calculation of the CP and the payload.

When the FFT operation is done, the multiplication of the 
Wl coefficients with the output of the FFT can be 
performed. Since we have multiplication of complex 
numbers, this operation can be optimized as illustrated in
[6]. The result of the multiplication is again converted into 
time domain and stored into buffers. 

The equalized data can then be de-modulated using four
de-modulators that perform the corresponding demodulation 
technique. By this operation from each complex pair of I/Q 
values we get the equivalent of the detected symbol. In case 
of 64-QAM, this would yield a sequence of 6 bits, that is 
stored in a buffer.

C. Performance analysis of the parallel architecture
As expected, the parallelization improves the 

performance of the system in aspect of the processed data 
per second (the throughput of the system), for a price of 
increasing the power consumption. The results of the 
performed synthesis of the part of the parallel architecture,
which is consisted of the FFT, the optimized multiplication 
of complex numbers [6] and the IFFT, are presented in 
Table 2. 

In order to compare the parallel architecture with its serial 
counterpart demonstrated in [6], we only consider the 
receiver where the equalization is performed. Both 
architectures represent different types of equalizers, which 
have in common that they perform the equalization in the 
frequency domain. Therefore, the comparison only makes 
sense if we compare only the part of the equalizers 
consisting of the FFT, the complex number multiplication 
and the IFFT.

The proposed architecture was implemented using VHDL 
and the Xilinx Virtex-5 FPGA based platform. The results 
of the synthesis reports for both architectures are 
summarized in Table 3. For both types of the architecture 
the used device was 5vlx110tff1136, and selected speed 
grade of -1. 

The summary of the device utilization, comparing the 
serial and parallel architecture is shown in Fig. 8:

TABLE III
COMPARISON BETWEEN SERIAL AND PARALLEL ARCHITECTURE

BASED ON THE SYNTHESIS REPORT

Parameter Serial 
architecture [6]

Parallel 
architecture

Maximum frequency 229.609 MHz 229.609 MHz
Maximum combinational 
path delay 0.55ns 0.55ns

Minimum input arrival time 
before clock 2.291ns 3.189ns

Maximum output required 
time after clock 3.259ns 3.259ns

Total number of paths / 
destination ports 197005 / 19625 563772 / 70204

Delay 4.355ns 4.355ns
Cell:in->out  ->    fanout 13 24
Cell:in->out  ->    Gate 
Delay 0.818ns 0.818ns

Cell:in->out  ->    Net Delay 0.546ns 0.832ns

Summary comparison between the serial and parallel architectures. For 
this purpose only the FFT, complex number multiplication and IFFT of 
both types of architecture are compared. The implementation has been 
performed by using VHDL, Virtex-5 FPGA board, and 5vlx110tff1136 as 
selected device with speed -1.

TABLE II
RESULTS OF THE PERFORMED SYNTHESIS OF THE IMPLEMENTED PARALLEL 

ARCHITECTURE

Parameter Value

Maximum frequency 229.609 MHz
Maximum combinational path delay 0.55ns
The results are referring to the FFT, the optimized multiplication of 

complex numbers [6], and the IFFT, of the illustrated parallel architecture.
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As can be noticed, many of the resources are not 
increased by a multiple of four after the synthesis. The 
number of used slice registers and LUTs is about twice 
higher than the same of the serial architecture, instead of 
four times higher, as it was primarily expected.

V. CONCLUSION

The 60 GHz band represents a great technology for 
building multi-Gb/s wireless systems for indoor 
communications. Along with the millimeter-wave 
technologies the SC and OFDM modulations are widely 
used. In this paper, we focus on the SC modulation 
technique, where the carrier is occupying the whole 
frequency band, and thus more information is conveyed. 

In this paper, we enumerate the modules from which an 
SC transceiver is consisted of, while focusing on the 
equalizer, as the most challenging module when designing 
the SC system. The possible types of implementations of the 
equalizer are briefly listed.

To achieve high data rates, we propose quad-parallel 
hardware architecture of the receiver. The results of the 
performed synthesis of such architecture, which was 
implemented on an FPGA board, are also presented, in 
comparison with the corresponding serial implementation.

Important conclusion that can be drawn from the 
presented results in this paper is that the used resources do 
not increase by a multiple of 4 as expected. Therefore, we 
suggest that further improvement of the presented design is 
definitely worth considering even in cases when the power 
consumption is important. Furthermore, the parallel 
architecture is essential for achieving data rates of 5 Gb/s
and beyond. 

Since the final transceiver would potentially employ both 
modulations (OFDM and SC), and moreover, since for the
OFDM modulation the FFT is essential part of the receiver, 
we consider that the approach of implementing the 
equalization in the frequency domain as quite reasonable. 
This is based on the idea of module reutilization. In other 

words, the design can be such that when the transceiver 
works in SC or in OFDM mode it will use the same 
modules, whenever possible.

VI. FUTURE PLANS

Although this approach potentially offers great 
advantages, which are crucial for achieving one of the goals 
of our project - the high data rates, it also introduces 
potential disadvantages which implies that it should be 
further measured, compared with other implementations, 
and accordingly improved. 

Our future plans that refer to the above suggested 
architecture include using a FFT module that does the 
transform using parallel architecture within the module 
itself. This is a promising approach, since there is lot of 
research done in this area which does improve the FFT 
performance significantly [16], [17]. 

The tradeoff between the power consumption and the 
improvement of the speed of data processing when 
implementing additional FFT should be also investigated. 
Since the presented architecture has two phases, one in 
which the equalizing coefficients are calculated, and another 
in which the equalization is performed, namely we can 
improve the performance if additional FFT is used.
Meanwhile, during the calculation of the FIR (from the CIR)
and its normalized and inversed values, we can calculate the 
frequency equivalent of the CP and the payload of the frame
(with the other FFT). After the two FFT modules finish the 
conversion, we can perform the second phase, the complex 
number multiplication, by which we would decrease the 
processing time. 

Since the results presented in this paper are promising, 
our future plans include increasing the level of 
parallelization. Instead of having quad-parallel architecture, 
we can implement higher parallelization achieving higher 
data rates. Here, an important limitation is the frequency of 
the ADC.

Fig.  8.  Device utilization comparison of the synthesis reports for the serial (on the left side) and the parallel (on the right side) receiver architecture,
respectively.
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As mentioned, important consideration is the reutilization
of the implemented modules. Each of the two modulations 
has disadvantages and advantages depending on the scenario 
under which the system works. The dynamic switching 
between the two modulation techniques is offering great 
improvement of the system. Thus, our future plans include 
implementation of a design able to share the modules 
between the two supported modulations.
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 Abstract—This article is devoted to the research of VoIP 
transmission quality over Digital Power Line Carrier channels. 
Assessment of quality transmission is performed using E-
model. Paper considers the possibility of joint using of Digital 
Power Line carrier equipment with different architecture in 
one network. As a result of the research, the rule for 
constructing of multi-segment Digital Power Line Carrier 
channels was formulated. This rule allows minimizing the 
transmission delay and saving frequency resources of high 
voltage Power Line Carrier range.

Keywords: E-model, high voltage Power Line Carrier 
communication, IP networks

I. INTRODUCTION

The use of phase conductors of high voltage lines as a 
transmission medium of information signals between 
electrical substations began since 30th years of last century. 
This type of communication is widely known as Power Line 
Carrier communication (PLC). A little more than ten years 
ago, with the development of microprocessor technique, in 
the PLC equipment signal processors started to be used. It 
allowed to expand functions of devices and to create Digital 
Power Line Carrier (dPLC) systems. In modern dPLC 
equipment the methods of modulation such as QAM/TCM, 
MCM, OFDM, COFDM are used. DPLC channels are 
widely used on HVL of 35 kV, 110 kV and 220 kV. In spite 
of the fact that data rate in dPLC does not exceed few tens 
kilobit per second, low cost, fast deployment and simplicity 
in maintenance provide it popularity in the modern power 
utilities.

Talking about dPLC application the networks built by 
SIEMENS AG with the use of Frame Relay Access Devices 
(FRAD) as node equipment is the prime example of 
successful technical solution. DPLC Frame Relay networks 
were organized in the period of 2002-2009 in the countries 
of Latin America, Asia, Africa and CIS. In most projects,
the author was personally involved. Unfortunately, with
transition to IP platform the life cycle of the dPLC Frame 
Relay networks comes to the end. Outdated Frame Relay, 
removal of Frame Relay multiplexer production, and IP 
traffic transmission requirements updates led to the need to 
shift from Frame Relay technology to IP technology. For 
creation of convergent IP-PLC channels assessment of voice 
transmission quality is very important. Let's observe
questions related to the assessment of VoIP transmission

quality in dPLC networks taking into account characteristics 
of applied dPLC equipment and quantity of segments in 
multi-segment communication channels (MSCC). 

II. ASSESSMENT OF VOIP TRANSMISSION QUALITY OVER
DPLC CHANNELS WITH APPLICATION OF THE E-MODEL 

For transmission quality assessment, we use E-model. 
This method is described in ITU-T recommendation G.107. 
It is possible to find examples of using E-model in different 
sources. Examples of calculations of transmission rating 
factor R and value of mean opinion score – MOS applicable 
for dPLC channels are shown in [1]. 

The main difference of the materials represented in this 
paper is the accounting of joint use of the dPLC equipment 
with different architecture in one network. Calculation was 
made according to the last edition of the document ITU-T: 
G.107 (12/2011) "The E-model: computational model for 
use in transmission planning"

The main objective of calculations is search of value of 
factor R. According to [2] R is calculated by formula (1):

(1)

where 
R0 – factor represents basic signal-to-noise ratio;
IS – factor represents combination of all impairments 

which occur more or less simultaneously with the voice 
signal;

Id – factor represents impairments caused by delay;
IE-eff – factor represents impairments caused by application 

of low bit-rate codecs;
A – advantage factor for compensation of voice quality 

degradation for specified system in comparison with 
conventional systems.

When we calculate R0, using default values defined in [2], 
but at the same time taking into account an increased noise 
level on the substation, R0 is equal to 91,2. 

In dPLC networks low bit-rate codecs like ACELP and 
MP-MLQ are used and factor IS characterizing quantization 
errors will be equal to 0.

The factor Id in formula (1) depends on characteristics of 
dPLC equipment. For dPLC terminals where QAM/TCM 
modulation is used the delay of information processing TPLC 
almost does not depend on channel bandwidth. But for 
dPLC terminals with OFDM modulation the bandwidth is 
factor of high impact. It occurs due to the internal features 
of system architecture of OFDM devices. Typical values of 
TPLC for modern QAM/TCM and OFDM systems taken 
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from [3][4][5][6]   are shown in Table 1. We should note 
that in practice dPLC links with the bandwidth of 4, 8 and 
12 kHz are the most popular.

TABLE I
TYPICAL VALUES OF  TPLC FOR QAM/TCM AND OFDM DPLC

EQUIPMENT

Bandwidth, kHz ТPLC QAM/TCM , ms ТPLC OFDM, ms

4

60

160

8 120

≥12 40

Id is calculated by formula (2) [2]:

(2)

where 
Idte – factor of impairments due to talker echo;
Idle – factor of impairments due to listener echo;
Idd – factor of impairments due to long absolute delay Ta.
Application of echo cancellers in dPLC networks allows 

to exclude impairments (appeared because of echo) even for 
absolute delay more than 400 ms, therefore Idle and Idte are 
equal to 0.

The last item of Idd is calculated using formulas (3) and 
(4) [2]:

(3)

(4)

In order to calculate Idd firstly we need find the value of 
Ta. The diagram of time delay sources in dPLC channel is 
shown in Fig. 1.

(5)

where
Тvoice – delay of voice processing including algorithmic 

delay of voice codec and packetization delay;
ТRouter – internal delay in router;

   ТPLC(MD) – internal delay in dPLC terminal during signal 
processing in the transmission  path;
Т(link) – time of HF signal propagation via HVL;
TPLC(DMD) – internal delay in dPLC terminal during signal 

processing in the receiving  path;
Тserial – serialization delay;
Тde-JIT – delay of de-jitter buffer.
Delay of voice processing defined as (6) [7]:

(6)

where Тframe – voice frame duration;
N – number of voice frames per packet;
Тlook-ahead – prediction delay.
Popular voice codec G.723.1 uses band-limited input 

speech signal sampled at 8000 Hz, converts it into a 16-bit 
linear PCM signal, at the same time operating 240 samples.
Therefore, each frame corresponds to 30 milliseconds of 
speech signal, that is why Тframe = 30 ms. Also codec has a
prediction delay Тlook-ahead = 7.5 ms. As result total delay for 
N = 1 is equal to 67.5 ms.

Basic ITU-T specification G.729 describes the voice 
codec operating at bit-rate 8 kbit/s. This codec uses the input 
frames of 10 ms corresponding to 80 samples at a sampling 
rate of 8000 Hz. G.729 has a prediction delay Тlook-ahead = 5
ms., the resulting algorithmic delay of G.729 is 15 ms. By 
the default, using G.729 codec one IP-datagram includes 
two speech frames, and total delay is  equal to 35 ms.

The delay of packet processing in routers TRouter can arise 
only in case of appearing of queues. In absence of queues 
internal delay of routers does not exceed several 
milliseconds. Assume in calculations ТRouter equal to 3 ms. 

Delay of signal processing in dPLC ТPLC(MD) and 
ТPLC(DMD) in sum  represent TPLC which values was shown in 
Table 1.

The high frequency signal propagates in HVL 
approximately with light velocity, therefore value of Т(link) 
can be neglected.

Serialization delay Tserial is the time that is necessary for
processing of layer 2 frame from the first to the last bit and 
defines by formula (7) [8]:

(7)

where S – size of L2 frame, bits;
C – data rate, bps.

Fig.1. Diagram of time delay sources in dPLC link.
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Tserial depends on data rate of the communication channel. 
In Тa calculations we will assume that data rate of the 
communication channel allows to provide a serialization 
delay no more than 20 ms while recommended value is 10-
15 ms.

In calculations of Ta it is necessary to consider the size of 
de-jitter buffer Тde-JIT.  . The volume of the buffer shouldn’t
be too big in vain not to increase a time delay, but also 
shouldn’t be less than required minimum Tde-JIT(min).  We
assume Tde-JIT(min)  = 30 ms.

According to [9], the value of factor IE-eff for codec 
G.729A+VAD is equal to 11, and for codec G.723.1+VAD 
is equal to 15.

The last term of (1) is an advantage factor A. It is easy to
show that the using data given in [2], the value of the 
coefficient A can be approximated by the expression (8):

(8)

Calculation of MOS is performed with use of (9) [2]:

 (9)

Values of R and MOS was derived for G.729А+VAD 
codec as it has smaller value of IE-eff and algorithmic delay in 
comparison with G.723.1. The results of calculations are 
shown in Table 2. The best transmission quality of voice 
signal is provided using OFDM equipment with bandwidth 
of 12 kHz and more. For channels with a bandwidth of 4 and 
8 kHz for minimization TPLC, it is expedient to use 
QAM/TCM equipment.

TABLE III
RESULTS OF R AND MOS CALCULATION

dPLC equipment Та,
ms

ТPLC,
ms Id А R MOS

OFDM 
(bandwidth      
4 kHz)

251 160 9,04 4,48 75,47 3,84

OFDM 
(bandwidth 
8 kHz)

211 120 4,22 2,70 78,51 3,97

OFDM 
(bandwidth
12 kHz)

131 40 0,01 0,00 80,02 4,02

QAM/TCM
(any bandwidth) 151 60 0,18 0,04 79,89 4,02

III. VOICE  TRANSMISSION VIA MULTISEGMENT DPLC
CHANNELS

For one-segment channels it is possible to provide good
quality of speech with dPLC equipment of any configuration 
and architecture. Difficulties start to arise in case of 
appearance of transit nodes. In most cases the dPLC 

network consists of several multi-segment channels. In 
practice number of hops in MSCC rarely exceeds 4. 

Let's calculate the maximum number of segments M in
MSCC depending on used equipment. Calculation will be 
done considering that fact that VoIP transmission quality 
for any segment shall not be worse than fair, i.e. R = 60 and 
MOS > 3, with Ta not more than 400 ms. Transmission delay 
for  MSCC with number of segment equals M can be found 
as (10):

 (10)

After R and MOS calculation was done with the use of 
(10) we can make the following conclusion:

1) with the given characteristics, in case of using OFDM
equipment with the bandwidth of 4 kHz, it is possible to 
provide only 1 segment channel; 

2) using only OFDM equipment  with  bandwidth of 8
kHz, it is possible to create 2 segment MSCC with 
characteristics of the most distant segment M=2: Та = 354 
ms, R =68,9 and MOS =3,55;

3) the use of QAM/TCM equipment allows to create 4
segment MSCC with characteristics of the most distant 
segment M =4: Та = 400 ms,  R =67,05 and MOS =3,46;

4) the best results could be obtained with application of
OFDM equipment with bandwidth 12 kHz and more. This 
solution allows to create MSCC with M =5;

5) During planning of dPLC network the following
question ought to be considered: what type of dPLC 
architecture should be in MSCC segments in order to reduce 
voice transmission delay.

IV. RULE OF CREATION OF MULTISEGMENT DPLC
CHANNELS

In conclusion we formulate the rule of choice of dPLC 
equipment for MSCC segments. This rule allows 
minimizing the transmission delay and saving the frequency 
resources: "For minimizations of transmission delay if 
QAM/TCM equipment provides sufficient capacity for 
defined value of SNR (signal to noise ratio), it needs to be 
used in segments with bandwidth of B=4 and B=8 kHz. In 
other cases it is necessary to use OFDM equipment. For 
transmission of voice signal through the maximum number 
of segments OFDM equipment with bandwidth ≥ 12 kHz has 
to be used".

For applied tasks this rule means: in one dPLC network 
both OFDM and QAM/TCM equipment should be used. For
the most distant segments of MSCC QAM/TCM equipment 
should be used in channels with bandwidth of 4 and 8 kHz.
OFDM equipment should be used in segments with 
bandwidth of 12 kHz and more.  Joint use of the equipment 
of different architecture provides minimization of 
transmission delay and higher transmission quality of voice 
consequently, also saving frequency resource of the high 
voltage PLC range.
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Abstract—In IP networks, most of packets, that have been 
dropped, are recovered after the expiration of retransmission 
timeouts. These can result in unnecessary retransmissions and 
needless reduction of congestion window. An inappropriate 
retransmission timeout has a huge impact on TCP 
performance. In this paper we have proved that CSMA/CA 
mechanism can cause TCP retransmissions due to CSMA/CA 
effects. For this we have observed three wireless connections 
that use CSMA/CA: with good link quality, poor link quality 
and in presence of cross traffic. The measurements have been 
performed using real devices. Through tracking of each 
transmitted packet it is possible to analyze the relation 
between one-way delay and packet loss probability and the 
cumulative distribution of distances between peaks of OWDs. 
The distribution of OWDs and the distances between peaks of 
OWDs are the most important parameters of tuning TCP 
retransmission timeout on CSMA/CA networks. A new 
perspective through investigating the dynamical relation 
between one-way delay and packet loss ratio depending on the 
link quality to enhance the TCP performance has been 
provided. 

Keywords: CSMA/CA, TCP performance, retransmission 
timeout, wireless. 

I. INTRODUCTION 
With the popularity of third generation wireless wide-

area networks (WWAN), the CDMA technology [1] is 
fairly mature now. Fourth generation WWAN, basically 
based on LTE [2][3] and WiMAX [4] technology, are being 
increasingly deployed throughout the world. Besides 3G 
and 4G networks, wireless LAN networks are widely used 
at homes, schools and enterprises. Besides the common 
telephone speech data, contemporary mobile access 
networks are increasingly used to convey data traffic to the 
internet – for private as well as for business users. With this 
trend, wireless access networks will convey all the burden 
of personal and business data traffic in the future. 
Consequently, efficient data transport will become the key 
for a commercial success of many mission- and business-
critical applications. As the most popular transport protocol 
in internet, TCP performance in such wireless connections 
is crucial. Media Access Control (MAC) is the core of the 
data link layer. Although the wireless MAC Layer has 
defined two types of access methods, Distributed 
Coordination Function (DCF) [5] and Point Coordination 
Function (PCF) [6], only the DCF mechanism, which is 
based on CSMA/CA [7] technology, is used in the most 
commercial products [8]. So, an increase of TCP 

performance on CSMA/CA networks is an important task 
that will have a broad and significant impact on the 
exploding mobile based applications.  

TCP uses two types of retransmissions: one is based on 
timeout and the other is based on the receiving of duplicated 
ACKs. When a timeout based retransmission occurred, TCP 
sender reduces its Congestion Window Size (CWS) down to 
one segment and continues transmission within slow-start 
phase until the CWS reaches the half of the value that was 
before the timeout. Then the sender enters the congestion 
avoidance phase. As a reaction on ACKs-duplication based 
retransmission, the sender only halves its CWS, then 
immediately enters the congestion avoidance phase. The 
timeout based retransmissions have bigger impact on TCP 
performance than the duplicated ACKs. When the value of 
TCP retransmission timeout is too small, after a timeout, 
TCP sender assumes that the outgoing packet is lost and the 
slow-start phase is triggered. However the acknowledgment 
will be returned back shortly. If the retransmission timeout 
is too large, it will also affect the TCP performance. This 
paper is motivated by recent researches [9][10][11]. In [9] 
and [10], authors have shown that 70% of the dropped 
packets are recovered after expiration of retransmission 
timeouts. In addition, the study in [11] has proposed that 
more than 20% of the retransmission timeouts are caused 
spuriously by transmission delay of packets which results in 
unnecessary retransmissions and needless reduction of 
congestion window size. The idea of setting the 
retransmission timeout properly is the focus of our further 
work.  

In this work, we have proved that the usage of 
CSMA/CA mechanism can cause TCP retransmissions and 
proposed a new perspective to improve the TCP 
performance on CSMA/CA connections. Within the 
accomplished experiments the salient part is that tracking 
each outgoing packet in data link layer with the 
measurement tool LTest [12] on CSMA/CA connections 
was realized. The basic assumption hereby is that through 
analyzing of the relation between one-way delay and packet 
loss probability, the normal calculation of retransmission 
timeouts can be adapted to the CSMA/CA characteristic in 
the future. 
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II. RELATED WORK

The performance of TCP over wireless networks has 
been studied intensively in recent decades. Early research 
[13][14][15][16], showed that high Bit Error Rates (BER) 
of wireless links affects the TCP performance significantly, 
since they are designed for wired networks TCP and can’t 
distinguish whether packet losses are caused from 
congestion or other reasons, and invoke congestion control 
and congestion avoidance algorithms to respond on packet 
losses, that is a reason of a degraded performance in 
wireless connections. The proposal [17] showed the interest 
in adding SACK mechanism to TCP that provides to the 
sender sufficient information for quick recovering in 
presence of multiple packet losses within a single 
transmission window.  

Work in [18][19][20] have reveal, that local 
retransmissions and error correction have reduced loss ratio 
on the wireless link. But at the same time the adverse effect 
of variations in packet transmission delay on upper layer 
protocol TCP has been brought.  

In [21][22][23][24], the impact of data rate and latency 
variations on TCP performance using wireless links has 
been evaluated. In [21], an enhancement to TCP’s error 
recovery has been proposed. Hereby, extra information in 
TCP header is used to eliminate the spurious timeouts, then 
the load is restored and next unsent packet is retransmitted. 
In [22] several recommendations like the use of Selective 
Acknowledgments, Large Window Size and Explicit 
Congestion Notification and enabling the timestamp option 
has been presented, to improve the performance of TCP on 
CSMA/CA connections. In [23], the ACK regulator has 
been presented as a solution to avoid multiple packet drops 
at the congested router for long-lived flows. In [24], 
Window Regulator Algorithm is proposed to maximize 
long–lived TCP performance in the presence of channel 
variations for any given buffer size at the congested router.  

There are also some studies [25][26][27] proposed 
analyze of the data link layer to promote the TCP 
performance on CSMA/CA networks. In [25], authors show 
that the proper choice of parameters of backoff mechanism 
has a huge influence on the network performance. The most 
crucial point is to select minimal Contend Window (CWmin) 
and maximal Contend Window (CWmax) depending on the 
number of stations between the hosts. In [26], a simple self-
adaptive Contention Window adjustment algorithm-
MIMLD for CSMA/CA has been proposed. It adjusts the 
initial contention window dynamically to a near optimal 
point according to the traffic activity. In [27], a novel 
scheme has been proposed. This scheme is supposed to 
decrease protocol overhead, that causes the inefficiency of 
CSMA/CA and further achieve a higher data link rate.  

In more recent research [12] and [28], solutions for 
detecting congestion retransmission timeouts and non-
congestion timeouts have been presented. The paper [28] 
has further differentiated the two different types of non-
congestion timeouts, random loss and spurious 
retransmission timeouts. 

 Although so many suggestions to improve TCP 
performance in this field have been proposed, but we have 
not found researches related to investigation of CSMA/CA 

influence on retransmissions and CWS of TCP. This paper 
is devoted to this topic.  

III. TESTBED TOPOLOGY DESCRIPTION

The testbed topology used for the investigations of this 
paper contains: 
− three computers with the CPU Modell Intel Pentium (R) 

E5500 @2.8GHz, Memory 1890M, under operation 
System Linux OpenSuSE 12.3, kernel 3.7.10-1.16; 

− two  CAT.6 SSTP 4X2XAWG27/7 patch cables 
− one Linksys wireless broadband router which supports 

802.11 b/g, model WRT54GL, firmware v4.30.7; 
−  two TP-LINK USB wireless adapters supported with 

802.11 b/g/n. 
The 802.11g supports a maximal link speed of 54 Mbps, 

however in real tests it is possible to achieve only about 40% 
of this maximal value. Since we want to track each 
outgoing packet into the radio link, besides those listed 
equipment, we need measurement tool LTest and network 
analysis tool Wireshark installed on these computers. The 
main goal is to achieve the observation of data link layer. 
Since LTest runs on application layer and there is partly 
wired connection, shown in Fig. 1, before performing of the 
test it is necessary to be sure whether these factors affect the 
CSMA/CA character or not. Usually the time delay of 
CSMA/CA is high and changes very often with a high 
standard deviation. For wired connection the back-off is 
only applied when the collision occurred, however due to 
the use of a switched full duplex connection, not collisions 
can occur at all. The packet delays in the wired Ethernet 
network is by orders of magnitude less than on the wireless 
links. LTest measures the one-way delay between two 
computers. In the wired local network is permanently about 
200 µs. To get rid of the delay that caused not by wireless 
link, we conducted tests locally on PC and got the latency 
of 10 µs. It’s obvious that these factors can be omitted when 
to study the characteristic of CSMA/CA. 

The chosen wireless mode is the most common 
infrastructure mode, which, in comparison with ad-hoc 
mode offers advantage of stability, scalability, improved 

reach and centralized security. The experiment consists of 
three scenarios: 
− connection with good link quality and signal level; 
− connection with a bad link quality and signal level; 
− connection in presence of cross traffic  

These three cases allow emulating the most common 
types of wireless environment. Fig. 2 shows the topology 
for scenario 1 and scenario 2. This topology allows 
observing how CSMA/CA works on each packet, because 

Fig. 1. Network layer topology. 
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here CSMA/CA is only used in the downlink direction. 
Otherwise CSMA/CA would affect the results on both, 
uplink and downlink. 

Computer 1 is connected via wire to the access point. The 
second and third workstations are connected to AP via 
wireless links. LTest-client on computer 1 sends packets to 
LTest-servers on computer 2 or 3. In scenario 1 computer 2 
and access point are about 1 meter away from each other. 
For scenario 2, the computer 3 is moved 8 meters away 
from the access point and separated by a concrete wall in 
another room to get worse wireless conditions. The link 
parameters of both scenarios are shown in Table 1. 

TABLE I 
LINK INDICATORS 

Scenario Link Quality Signal Level 
1 65/70 -45 dBm 
2 51/70 -59 dBm 

 The topology of scenario 2 is used to prove the 
assumption that the CSMA/CA mechanism can cause TCP 
retransmissions, though no packet loss is occurred. Fi. 3 
shows the logic connections in Scenario 2. Two LTest 
servers on computer 3 are started on the same interface on 
different ports. After Wireshark is started on computer 1 to 
monitor interface, one LTest client uses TCP to connect to 
LTest Server 1 and the other LTest client uses UDP to 
connect to LTest Server 2. Both clients send data with a 
constant bit rate of 5 Mbps with MTU 1024 bytes. The 
duration of both measurement sessions is 5 minutes. 

In scenario 3, additionally cross traffic is emulated. For 
this purpose the connection with third machine is used. In 
this scenario cross traffic is generated between machines 1 
and 3 and the probe traffic is generated between machines 1 
and 2. Worth to mention that cross traffic is acting during 
performing of test on scenario 3. Fig. 4 shows the described 
connections  

Fig. 2. Technical view of topology. 

Fig. 3. Logic connections. 

Fig. 4. cross traffic topology. 

IV. EXPERIMENTAL RESULTS

During the experiment according to Fig. 3 6 
retransmissions have occurred in the TCP session. At the 
same time there were only 2 packet losses in the UDP-
connection. Sending time of TCP retransmissions and UDP 
packet losses are shown in Fehler! Verweisquelle konnte 
nicht gefunden werden.. UDP has no timeout mechanism, 
so the packets were in fact lost. It means that at least two 
retransmissions over TCP-connection could be caused due 
to poor link quality. At least the other 4 retransmissions are 
then caused by TCP timeout. TCP timeout is caused by the 
long delay of CSMA/CA mechanism. 

TABLE II 
TCP RETRANSMISSION AND UDP PACKET LOSSES 

Sending time of TCP 
retransmissions[s] 

Sending time of UDP packet 
losses[s] 

10.812 
26.885 26.822 
28.999 
70.622 
92.924 
121.087 121.032 

The TCP retransmissions that happened almost at the 
same time with UDP losses are not that valuable, since they 
happened due to real losses in the media. The behavior of 
TCP and UDP OWDs of around of the TCP retransmission 
at 92.924 s are plotted in Fig. 5. From the plot it is clear that 
TCP retransmission, depicted as a vertical line in the figure, 
occurred near the peak of UDP OWDs, where TCP OWD is 
almost twice bigger than UDP OWD. It is obvious that this 
TCP retransmission is caused by CSMA/CA mechanism. 

The experiment for each scenario consists of 20 tests that 
have been made. Each test for all experiments is a 
transmission of data traffic with a constant bit rate of 
5 Mbps using UDP with MTU 1024 bytes via AP from 
client machine to server machine. The duration of each test 
is 5 minutes. As the result of experiments the behavior of 
one-way delay (OWD) for each packet is collected for all 
the tests. These data will be used to show the delay profiles 
of CSMA/CA. The plot in Fig. 6 shows the behavior of 
OWD for one test of Scenario 1. 
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 In Fig. 6 is worth to mention that one packet is delayed 
by about 10.9 ms after 6.44 s from the beginning of 
measurement, caused by the timeout in data link layer, then 
the other 7 packets will be buffered in buffer, after 10.9 ms 
these packets are sent successively, it can be easily proved 
on (1).  

 Interpacket time = 1000 𝑚𝑚𝑚𝑚
5000000 𝑏𝑏𝑏𝑏𝑏𝑏 ∗

1024∗8 𝑏𝑏𝑏𝑏𝑏𝑏
1 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏 =

 1.638 𝑚𝑚𝑚𝑚
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏   (1) 

The amount of buffered packets (n) can be got through (2): 

 n = 10.9 𝑚𝑚𝑚𝑚
1.638 𝑚𝑚𝑚𝑚/𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏 = 7  (2) 

In a wireless environment in presence of impairments, 
these peaks, caused by collisions and bit errors, can appear 
very often and even cause successive packet losses. Each 
retransmission in data link layer leads to increasing of 
contention window, naturally the time delay between 
transport layers will be also increased. If the retransmission 
timeout in TCP is not properly set, it could also cause 
packet losses. It highlights the importance of this work to 
study profile of trfaffic that passes CSMA/CA connection, 
then tune TCP on CSMA/CA.  

There are no packet losses for first scenario, during the 
test. The result shows that the mean value of OWDs is 
about 900 µs. In comparison with scenario 1, in presence of 
packet loss ratio between 0 to 0.005 %, the mean value of 
OWDs increases up to approximatly 1800 µs in scenario 2. 
In scenario 3 packet losses are between 0.0001 and 0.21 % 
and the mean value of OWDs between 2000 µs and 8500 µs 
are retrieved. 

In Fig. 7 the cumulative distribution of OWDs is 
displayed in 3 scenarios.The OWDs in scenarios 1, 2 and 3 
are distributed in the interval from 0 s to 0.12 s, from 0 s to 
0.18 s and from 0 s to 0.67 s accordingly. The curves of 
scenarios 1 and 2 are much steeper than the of scenario 3. It 
means that the packet loss probability of scenario 1 and 2 
decreases very rapidly with the increasing OWD. With a 
probability  of 10-5,when a CSMA/CA off period occurs, it 
will cause in scenario 1 and 2 a delay of at least 0.101 s and 
0.152 s respectively, however in scenario 3 it would cause 
an off-time of 0.65 s with the same probability. To suppress 
the packet loss rate, occurred on CSMA/CA peaks below 
10-6, in scenario 3 the actual retransmission timeout must be  

set to at least 0.67 s, whereby in scenario 1 and 2 a timeout 
of 0.12 s and 0.18 s respectively would be sufficient.  

Through analysis of the distance between the OWDs 
peaks in 3 scenarios, the frequency of the appearance of the 
peak of OWDs in each scenario could be figured out. In 
other words, it will be known how often the peaks of OWDs 
occur. In Fig. 8 the cumulative distribution of distances 
between the peaks of OWDs is displayed for 3 scenarios. 
All peak values in scenario 2 occur under the distance of 
0.03 s . Respectively 99.9855% and 99.963% of the total 
peaks in scenario 3 and 1 occur under  the distance of 1.1 s. 
Peaks less than 0.15 s  in scenario 3 and 1 take almost euqal 
99.9928% of the total. It is also recognized that the peaks 
occur most frequently in scenario 2. Then the peaks in 
scenario 3 appear more often than in scenario 1. 

Fig. 8. Cumulative distribution of distance between peaks in 3 scenarios. 

Fig. 5. OWDs over TCP-and UDP-connection. 

Fig. 6. OWD 

Fig. 7. Cumulative distribution of OWDs in 3 scenarios. 



65

Proc. of the International Conference on Applied Innovations in IT, (ICAIIT),  Volume 2, Issue 1, March 2014

V. CONCLUSION AND FUTURE WORK 
In this work we have proved that the CSMA/CA 

mechanism can cause TCP retransmissions. Besides, this 
work emulates the 3 most popular occasions in CSMA/CA 
connections: with good link quality, with bad link quality 
and in presence of cross traffic. Using LTest each packet 
has been traced, the influence of CSMA/CA on packet was 
extendedly observed. In summary, it can be determined that 
the CSMA/CA actually has a negative impact on TCP 
performance. The cumulative distribution of OWDs shows 
the relation between packet loss probability and OWDs.  

The experiment shows that scenario 1, 2 and 3 need 
respectively 0.12s, 0.18s and 0.67 s to suppress the packet 
loss rate under 10-6. In addition, the cumulative distribution 
of the distances between the peaks describes how often the 
peaks of OWDs appear. In the experiment it has been also 
retrieved that the peaks occur most frequently in scenario 2 
and in scenario 3 the peaks appear more often than in 
scenario 1. It affects the performance of TCP, however if 
only the retransmission timeout is properly set, TCP 
performance will be increased. These two important 
informations could be used to modify the TCP-RTO. The 
way to improve the performance of TCP is proposed, 
however this work is still undergoing. In the future more 
measurents will be carried out in more complex test 
networks. We will test the relation between OWDs and 
packet losses probability with different link quality and 
contention levels, trying to get the dynamical relation 
CSMA/CA profiles. It would be very helpful to adjust the 
transmission timeout of TCP to CSMA/CA connections. 
The ultimate goal is to get a new algorithm for timeout in 
wireless network. We consist on, this will be a huge step 
towards tuning TCP performance over wireless network. 
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Abstract—There is described data processing at the flaw 
detector with combined multisectional eddy-current 
transducer and heterofrequency magnetic field. The 
application of this method for detecting flaws in rods and pipes 
under the conditions of significant transverse displacements is 
described.  

Keywords: combined multisector eddy-current transducer, 
eddy-current testing, nondestructive testing of bars and tubes.  

I.   INTRODUCTION 
At flaw detecting of extended metal articles (rods and 

pipes) in a process of production there are problems caused 
by heavy testing conditions. Firstly, it is necessary to 
provide independence from the large transverse 
displacements of controlled product. Secondly, it is 
necessary to detect defects with different physical natures 
and geometrical parameters: faulty fusions, cracks, hair 
cracks, rolling laps, nonmetallic inclusions. Thirdly, 
electromagnetic properties of controlled article material 
could vary from sample to sample. It makes difficult 
calibration of the flaw detector. Cause of the difference in 
electromagnetic properties could be variation of temperature 
and different chemical composition of material. 

Above mentioned problems could be solved using 
combination attachable multisector ECT (eddy-current 
transducer) and transmission multisector ECT with 
excitation of circularly and longitudinally directed ECs 
(eddy-currents) at different frequencies [1][2]. Advantages 
of such technical solution are high sensitivity to both local 
defects and extended defects in the presence of large 
transverse displacements between surface of tested object 
and windings of ECT, small dependence of signal from the 
position of defect in the control zone and transverse 
displacement of the object.  

Effective detuning from the influence of transverse 
displacements can be provided even by the large change of 
electromagnetic properties [3]. 

II. FLAW DETECTOR WITH TRANSMISSION MULTISECTOR 
AND ATTACHABLE MULTISECTOR EDDY-CURRENT 

TRANSDUCER 
Fig. 1a shows the structural scheme of the FD (flaw 

detector) in which the proposed testing method is 
implemented and Fig. 1b shows the design of the ECT of the 

FD. For clearness, the ECT windings are conditionally 
separated along the longitudinal Z axis, but in reality, all the 
winding have the same longitudinal location. 

The FD principle of operation is as follows. Generators 
1–3 generate harmonic voltages at frequencies ω1, ω2, and 
ω3. All generators are synchronized by synchronization 
circuit 4; due to this, the frequency differences ω2–ω1=Δω 
and ω3–ω1=kΔω (here, k is an integer) are maintained at 
stable levels. The frequencies ω1, ω2, and ω3 differ from Δω 
by an integer number of times. In this case, different 
variants of synchronizing the generator frequencies are 
possible, for example, a variant where the synchronization 
circuit contains a generator of rectangular pulses of the 
reference frequency ω0, and generators 1–3 contain 
frequency dividers by factors of m(n–1), mn, and n(n–1), 
respectively, and the selective circuits for selecting the first 
harmonics of rectangular signals (m and n are integers). In 
this case, the frequencies of the output voltages of the 
generators are, respectively, ω1=ω0/mn, ω2=ω0/m(n–1), and 
ω3=ω0/n(n–1). 

The frequency difference is Δω=ω0/mn(n–1) and k=m–
n+1. The signal of the difference frequency Δω can be 
obtained by the consecutive division of the frequency ω0 by 
m, n, and (n–1). This signal is used for processing ECT 
signals. 

The output signals of generators 1–3 are fed to the 
excitation windings 5–7 of the ECT. The currents in these 
windings create a magnetic field with three harmonic 
orthogonal spatial frequency components ω1, ω2, and ω3 in 
the ECT testing zone. The three frequencies exciting 
magnetic field induces eddy currents at three frequencies in 
a tested article. The two-sectional attachable-type windings 
5 and 6 are used to excite longitudinal eddy currents at 
frequencies ω1 and ω2, which have close values, in the 
surface layer of a tested article. Transmission-type winding 
7 serves for exciting eddy currents of circular direction at 
the frequency ω3. Note that, in this case, in contrast to the 
use of classical multifrequency ECTs, the frequency 
difference Δω is negligibly small from the standpoint of the 
results of electrodynamic interaction of the magnetic field 
with a tested object. 

In order to reduce signals from structural inhomogeneities 
that usually correlate with local changes in the magnetic 
properties, magnetic biasing of a tested object is performed 
in the FD by the magnetic field of a direct current in 
magnetization winding 17, which is connected to stabilized 
magnetizing-current source 16. 

Data Processing at the Flaw Detector with 
Combined Multisector Eddy-Current Transducer 
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To measure the components of the field of eddy currents 
at the frequencies ω1 and ω2, four-sectional and two-
sectional measuring windings 8 and 9 and two-sectional and 
four-sectional measuring windings 10 and 11 are used, 
respectively. The components of the field of eddy currents at 
the frequency ω3 are measured with one-sectional measuring 
windings 12–15. Owing to the appropriate directions of 
coiling the sections of the exciting and measuring windings 
and their mutual arrangement (Fig. 1b), when an article is 
absent in the ECT testing zone and the axis of an article, 
which is placed in the testing zone, coincides with the 
longitudinal axis of the ECT, the initial and introduced EMF 
(electromotive force) of the measuring windings at the 
frequency of the measured magnetic field are absent. This 
property of the ECT that is used in the FD makes the latter 
poorly sensitive to such interfering factors as changes in the 
diameter and the electromagnetic properties within the 

acceptable range for a suitable article. An EMF at the 
frequency of the measured magnetic field in the measuring 
windings arises upon disturbance of the symmetry of eddy 
currents that are induced in an article in the presence of a 
flaw, a radial displacement (for windings 8–11), or a skew 
(for windings 8–15) of a tested article relative to the 
longitudinal axis of ECT. 

Amplitude–phase processing of signals is used to separate 
these effects. For this purpose, the FD has ten identical 
measuring channels 18–25, each of which consists of an 
amplitude–phase detector and an integrating digitizer that 
connected in series. Channels 18–21 are intended for 
selecting signals from extended flaws, channels 18 and 20 
are intended, in addition, for selecting signals from 
transverse displacements of a tested article along the Y and 
X axes, respectively, and channels 22–25 are intended for 
selecting signals from short flaws. 

Fig. 1. (a) Structural diagram and (b) the design of the ECT of a flaw detector: (1–3) generators, (4) synchronization scheme, (5–7) excitation windings, 
(8–15) measuring windings, (16) magnetizing current unit, (17) magnetizing winding, (18–25) measuring channels, (26) calculation unit, (27) actuating 
devices, and (28) tested object 
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The amplitude–phase detector performs synchronous 
detection of the voltage across the measuring ECT winding 
with the corresponding control frequency ωi and the 
integrating digitizer averages the output signal of the 
amplitude–phase detector over the time 2 /T    , which 
is set by the output signal of synchronization circuit 4. The 
integrating digitizer circuit includes the circuits of an analog 
integrator and a storage unit, which are connected in series 
and over which a negative feedback loop is placed, and is a 
pulsed low-pass filter with a finite pulsed characteristic [4]. 
The transfer coefficient of such measuring channel has the 
following dependence on the input signal frequency ω: 
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The analysis of the amplitude–frequency characteristic 
(AFC) of the measuring channel (Fig. 2) with a reference 
frequency ωi (curve 1) shows that the dependence K(ω) has 
zeros at frequencies that differ from ωi by values multiple of 
Δω. A modulated signal at a frequency ωi from a flaw with 
the spectrum shown in Fig. 2 is transmitted by the 
measuring channel almost without distortions and a 
modulated signal at a nearby frequency ωi+Δω (its spectrum 
is shown by curve 3) is attenuated by more than one order of 
magnitude. It is also important that slowly changing signals 
at the frequency ωi+Δω (drift of the unbalance voltage, 
displacement-caused signals) are completely suppressed by 
the measuring channel even when the values of ωi and 
ωi+Δω are very close to each other. 

As a result of such signal processing, signals U11 and U12 
are extracted at the outputs of measuring channels 18 and 
19. These signals are proportional to the amplitudes of the
complex components of the introduced voltages of four-
sectional and two-sectional measuring windings 8 and 9, 
respectively, at the frequency ω1. Signals U21 and U22 are 
extracted at the outputs of measuring channels 20 and 21. 
These signals are proportional to the amplitudes of the 
complex components of the introduced voltages of four_ 
and 

Two-sectional measuring windings 10 and 11, 
respectively, at the frequency ω2. Signals U31, U32, U33, and 
U34, which are proportional to the amplitudes of the 
complex components of the introduced voltages of one-
sectional measuring windings 12–15 at the frequency ω3, are 
extracted at the outputs of measuring channels 22–25. 

The high quality separation of signals that are caused by 
each separate magnetic field component allows efficient use 

of the amplitude–phase tuning out from the influence of 
radial displacements and skews. This kind of tuning out in 
each channel is performed by regulating the phase shifts of 
the reference voltages of the amplitude–phase detectors. The 
voltages across resistors, which are connected in series with 
the excitation windings, which coincide in phase with the 
ECT excitation currents, are used as the reference voltages 
in the FD circuit. For the measuring channels with the 
frequencies ω1 and ω2, the direction of the tuning out from 
displacements, which is orthogonal to the displacement line, 
virtually coincides with the line of flaws for the used ECTs 
and testing conditions; for the measuring channels with the 
frequency ω3, the direction of the tuning out makes an angle 
of 30–45° with the lines of flaws. As a result of the 
amplitude–phase tuning out, the imaginary components of 
the output voltages of the FD’s measuring channels are 
determined mainly by the presence or absence of a defective 
zone of the article in the tested zone and the real 
components are determined by the transverse displacement 
of the article relative to the longitudinal axis of the ECT. 

Calculation unit 26 determines the resulting voltages U1 
of the measuring channels of the longitudinal components of 
eddy currents at the frequencies ω1 and ω2 and U2 of the 
measuring channels of the circular components of eddy 
currents at the frequency ω3. In addition, unit 26 compares 
these voltages to specified threshold values. 

The signal amplitudes from a flaw in each measuring 
channel depend not only on the flaw geometry (depth, 
opening, and orientation), but also on the azimuth (angle θ 
of the location on the article surface (Fig. 1b). 

Fig. 3 shows the dependences of the flaw-introduced 
voltages of the channels for extracting signals from 
extended flaws on the flaw azimuth. For the amplitude of 
the total signal to be independent of the azimuth of an 
extended flaw, the pairwise algebraic summation is 
performed and signals from flaws of measuring channels 
18–21 are then vector summed: 

2 2
1 11 22 12 21(Im Im ) (Im Im )U U U U U         (2) 

The resulting signal U1 is virtually independent of the 
flaw azimuth. Another positive feature of this algorithm for 
processing ECT signals is that, in this case, a noise signal 
that is caused by the possible violation of the optimal 
condition of tuning out from a displacement because of 
changes in the electrophysical properties of a tested article 

Fig. 3. The dependences (a, b) of the flaw-introduced voltages of 
individual FD channels and (c) the resulting signal on the flaw azimuth. 

Fig. 2. The amplitude–frequency characteristic of the measuring channel 
with a reference frequency ωi. 
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and a disturbance of the perpendicularity of the tuning out 
direction and the displacement line, is substantially 
attenuated. Physically, this weakening of the influence of 
the displacement is explained by the fact that when the 
article shifts along the OY and OX axes signals arise in 
measuring windings 8–11 and 9–10, respectively; these 
signals are in antiphase in both cases. As a result, after the 
detected voltages are summed, signals from the 
displacement in different channels are mutually 
compensated. 

For the amplitude of the total signal U2 to be independent 
of the azimuth of a short flaw and in order to weaken the 
dependence of U2 on transverse displacements of a tested 
article, the output signals from flaws of measuring channels 
22–25 are algebraically summed in calculation unit 26 by 
analogy with [5] with coefficients s1, s2, s3, and s4, 
respectively, which are calculated as functions of the values 
of transverse displacement of the article. 

The necessity of using correcting coefficients during 
summation of signals from short flaws is determined by the 
much stronger dependence on the transverse displacements 
of a tested article than in the case of extended flaws. 

Fig. 4 shows the behavior of the dependences of the 
output signals from a flaw of measuring channels 22–25 
ImU31, ImU32, ImU33, and ImU34 on the flaw azimuth θ for a 
transverse displacement of a tested article along the OY axis 
(y=–2mm). All the dependences are normalized to the 
maximum signal from the flaw in the measurement channels 
without a displacement. 

The analysis of the curves in Fig. 4 shows that the flaw-
introduced signals in measuring channels 23 and 25, which 
are connected to windings 13 and 15, are virtually 
independent of a transverse displacement of the mentioned 
direction. During a transverse displacement in the given 
direction, the flaw-introduced signal in measuring channel 
22, which is connected to winding 12, decreases by a factor 
of 1.54; the flaw-introduced signal in measuring channel 24, 
which is connected to winding 14, increases by a factor of 
1.76. 

A dotted line shows the total signal UΣ of all four 
measuring channels without using correcting coefficients. 

In this case, the degree of nonuniformity of the sensitivity 
to a flaw, which is caused by transverse displacements, 
reaches 160%. 

The initial data for determining the correcting coefficients 
s1, s2, s3, and s4 are the dependences of signals from flaws 
of measuring channels 22–25 ImU31, ImU32, ImU33, and 
ImU34 and signals from displacements of measuring 
channels 18 and 20 ReU11 and ReU21on transverse 
displacements x and y along the OX and OY axes, 
respectively. 

Fig. 5 shows the behavior of the dependences of the 
signals ImU31(y) and ImU32(y) from flaws on a transverse 
displacement y along the OY axis and the signal ReU11(y) on 
the displacement. These dependences can be represented by 
the following functions: 

31 1 1 32 2 2
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Here, UN1 and UN2 are signals from a flaw in the absence 
of a displacement (y=0), F1(y) and F2(y) are functions that 
describe the dependences of signals from the flaw on the 
displacement, and F3(y) is a function that describes the 
dependences of a displacement-caused signal on the 
displacement. 

The function F3(y) can be considered linear with a 
sufficient degree of accuracy: 

        11Re ( )U y t y       (4) 
where  
t - a constant factor. 
From here, the displacement value can be determined: 

11ReUy
t

 (5) 

Using the calculated value of y, the displacement 
independent values of signals from a flaw can be 
determined: 
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Thus, the correcting coefficients are 
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In view of the same character of the dependences of 
signals on displacements x and y, the displacements x and 
the correcting coefficients are found in a similar manner: 
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    (8) 

The functional dependences F1(y) and F2(y) and the value 
of the factor t are usually determined experimentally. The 
functions F1(y) and F2(y) are specified in calculation unit 26 

Fig. 4. Dependences of signals of the measuring channels on the flaw 
azimuth during a transverse displacement of a tested article by 2 mm to 
winding 14. 
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in a tabulated form or are approximated by analytical 
expressions. The resulting signal U2 of channels for 
measuring the circular components of eddy currents at the 
frequency ω3 is equal to 

         2 1 31 2 32 3 33 4 34Im Im Im ImU s U s U s U s U        (9) 

and is virtually independent of the flaw azimuth; it 
depends weakly on the transverse displacement of a tested 
article. The degree of nonuniformity of the sensitivity of a 
flaw, which is caused by transverse displacements, 
decreases owing to the above described transformation to an 
acceptable value of ~20%. 

When the voltages U1 and U2 exceed the threshold values, 
the calculation unit forms a control signal for actuating 
devices 27 (rejection-bin control relay, paint marker, etc.). 

III. CONCLUSION

The proposed flaw detection method was implemented in 
a FD prototype. Tests confirmed that such method has high 
sensitivity to both local defects and extended defects in the 
presence of large transverse displacements of tested object, 
small dependence of signal from the position of defect in the 
control zone and transverse displacement of the object. 
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 Abstract—The following article describes an approach 
covering the variety of opinions and uncertainties of estimates 
within the chosen technique of decision support. Mathematical 
operations used for assessment of options are traced to 
operations of working with functions that are used for 
assessment of possible options of decision-making. Approach 
proposed could be used within any technique of decision 
support based on elementary mathematical operations. In this 
article the above-mentioned approach is described under 
analytical hierarchy process.

Keywords: fuzzy set, management, decision-making, 
algorithm, analysis, prediction, membership function, set, 
analytical hierarchy process.

I. INTRODUCTION

Throughout the whole life man, social community or 
organizational system have to face numerous choices and to 
make a variety of decisions. Decision-making based on the 
given choices is inseparable from their activities. As any 
product of human activity, decision-making mechanism has 
a dual nature: subjective and objective [3]. It was noticed 
that the subjective component by no means always leads to 
the best result. Thus, in order to enlarge the objective 
component of choice of this or that scenario a variety of 
decision support methods were developed.

All decision support methods could be divided into 2 big 
groups: 1) methods handling accurate practical data (OLAP, 
Data Mining etc) and presenting it in a convenient form for 
decision-making person; 2) methods handling expert 
analysis data or Q-data (SWOT-analysis, analytical 
hierarchy process, economic techniques etc).

Methods of the second type are commonly used in 
economics and organizational system management. In these 
particular systems the objective expert estimate is the most 
challenging part. So the problem of accuracy improvement 
of such methods’ estimates is crucial.

The only way to improve methods’ accuracy is to 
improve estimates. As experts are not able to give different 
estimates, it makes sense whether to use the theory of 
probability. to assess the level of certainty of experts in their 
estimates and thus neutralize experts’ errors or to use 
additional experts for estimates’ precision. However 
methods in an explicit form are unable to cover several 
expert opinions. For those purposes the approaches based on 
average values given by an expert group or interval value 

estimates are used [4][11]. They reduce accuracy and bring 
additional simplifications to methods which are already not 
always precise enough.

II. TECHNIQUE OF FUZZY VARIABLES APPLICATION

Description of complex estimates (estimates including the 
level of certainty or estimates of experts’ group) is possible 
through functions (even in the format of a table or matrix). 
These functions could be considered as membership 
functions 𝜇𝜇𝜇𝜇𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) from fuzzy-set theory (fuzzy logic). 
Application of fuzzy-set theory in comparison with other 
theories has lots of advantages as here all elementary 
mathematical operations could be defined.  Moreover, other 
theories are based on the probabilities and could be 
narrowed to fuzzy-set theory [1][5][10].

Another advantage of fuzzy-set theory is that lots of data 
collected through opinions on this or that problem could not 
be presented as one figure but as some verbal estimates (e.g. 
bad, good, adult, child, prospective etc). These estimates in 
practice are considered as linguistic variables that are as 
well described by membership functions [7]. Though, if 
considering several opinions, even such estimates could 
vary making the general estimate quite blurry.

Accordingly, the general scheme of decision-making 
methods within fuzzy-set theory could be presented as 
following: (Fig. 1 [9]).

Application of Fuzzy Variables for Systems of 
Management Decision Support

Leonid Mylnikov
Perm National Research Polytechnic University - Electrotechnical Department

Komsomolsky Ave, 29, 614990, Perm, Russia
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Fig. 1. Method application scheme.

The first stage is the transfer of numerical estimates into 
fuzzy form (fuzzification). Here the Gaussian function could 
be used. The calculation is based on the following formula:

𝜇𝜇𝜇𝜇(𝑥𝑥𝑥𝑥) = 𝑒𝑒𝑒𝑒−�
𝑥𝑥𝑥𝑥−𝑐𝑐𝑐𝑐
𝜎𝜎𝜎𝜎 �

2

where
𝜇𝜇𝜇𝜇(𝑥𝑥𝑥𝑥) - the level of membership to fuzzy set;
𝜎𝜎𝜎𝜎- set as level of expert certainty (from 99 % to 1%, that 

equals values of 𝜎𝜎𝜎𝜎 0.01 and 0.99 respectively);
𝑥𝑥𝑥𝑥 - range of variation of expert estimates, varies from

minimum possible to maximum possible total value of the 
indicator (on Fig. 2 value variation is from 0 to 2);
𝑐𝑐𝑐𝑐 - value of expert estimate or weighting factor.

Another way of transferring numbers into fuzzy form is to 
define fuzzy set as a triangular fuzzy number [2].

Fig. 2. Graphs of Gaussian function membership with 
different level of expert certainty.
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The majority of techniques and methods needs only 4 
basic operations as addition, subtraction, multiplication and 
division to make a decision.  These operations are defined 
for fuzzy sets and described in literature both for fuzzy sets 
based on Euler formula and for triangular fuzzy numbers 
(including operations between variables in fuzzy and 
explicit form). It is important to notice that performing 
operations with fuzzy numbers, for instance in triangular 
shape, gives as a result a number different from a 
"triangular" one.  Therefore some assumptions could be 
introduced only at the stage of transfer to fuzzy form. 

Some arithmetical operations have a number of 
realization techniques for fuzzy sets. Each technique has its
own advantages and should be chosen in accordance with 
the established task (for example, sum of Zadeh gives the 
highest accuracy in comparison to other methods). However, 
despite the difference of realization techniques, the 
performance of operations does not bring any assumptions 
or errors into initial data which makes final values true.

Some methods include steps based on various functional 
connections or conditions. At present such type of theory for 
fuzzy sets is elaborated and called "Fuzzy systems of logical 
inference" [2].

III. FUZZINESS OF DECISION SUPPORT METHODS

Let’s analyze operations with fuzzy variables with 
consideration of several opinions by the classic example of 
selecting a school for a child based on analytical hierarchy 
process. Let us assume that the parents choose one of 3 
available options. First, they need to define criteria for 
estimation of different options. Criteria should cover, if 
possible, all areas of the problem. If decomposition received 
is not sufficient to compare the importance of criteria, 
further decomposition should be done. Let’s assume the 
received scheme looks as shown on Fig.3:

Fig. 3. Hierarchy of Selection of school based on analytical hierarchy process[6].

Decomposition of criteria Friends, Prof. training and 
Music Classes are skipped for short.  After the following 
scheme is developed it is necessary to do double estimates. 
If parents have different opinions (the importance of criteria 
of upper level in relation to a target) then double estimates 
could be done by different parents.

For example, one of the parents compiled the following 
matrix:
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The other parent’s matrix looks as following:

Selection of schools
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Studies 1 4:1 1 6:1 3:1 8:1
Friends 1:4 1 1:5 1:5 1:3 3:1
School life 1 5:1 1 5:1 2:1 4:1
Prof. training 1:6 5:1 1:5 1 6:1 5:1
Training for university exams 1:3 3:1 1:2 1:4 1 4:1
Music classes 1:8 1:3 1:4 1:5 1:4 1

Based on the criterion Studies parents made the following 
matrixes:

Studies
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treatment 2:1 3:1 1

Similar matrixes were compiled for all other criteria of 
second level by both parents.

Next step is dual comparison of options. We assess the 
advantage of one option over the other in relation to criteria 
of third level. It is much easier than to do similar assessment 
in relation to the problem on the whole. For example, for 
criteria Quality of teaching there were generated the
following matrixes: 

Quality of 
teaching
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School А 1 3:1 5:1
School B 1:3 1 1:2
School C 1:5 2:1 1

Quality of 
teaching
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School А 1 2:1 2:1
School B 1:2 1 1:2
School C 1:2 2:1 1

After dual comparison is finished we need to consolidate 
matrixes so we could apply analytical hierarchy process. In 
order to do that, numerical estimates (dual comparisons 
from the matrixes) shall be transferred into fuzzy form and 
summed up. Consolidation of dual estimates transferred into 
fuzzy shape could be considered as membership function of 
fuzzy set. The particularity of the membership curve 
resulting from summarizing is that depending on the range 
of expert estimates it would have several peaks in different 
places. Estimates with big variation range (e.g. issues where 
expert opinions are very different) should have smaller 
weight. Thus it is necessary to test how true are the expert 
estimates and modify membership functions accordingly. 
The test of truth is defined for two fuzzy sets thus by 
reference to transitivity rule if task has more than two 
estimates then it is possible to carry out consequently 
operations with couples of fuzzy variables with further 
aggregation of obtained results [9] (Fig. 4).

Fig. 4.Test of truth and aggregation of estimates presented as fuzzy variables.

Now it is necessary to calculate eigen vectors (priority 
vectors) for the obtained matrixes of priority assessment. 
Calculation could be done by several methods however all 
of them are restricted by above-mentioned operations and 
those defined by fuzzy sets. As a result the quantity of 
vectors will correspond to the quantity of hierarchy levels in 
the task.

Therefore each criterion will have its vector (priority 
vector), let us call it 𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 where 𝑖𝑖𝑖𝑖 is a number of hierarchy 

level and 𝑗𝑗𝑗𝑗 is a number of level criterion. Each vector has 
the dimension equal to the quantity of elements under given 
criterion. For instance, if there are 3 elements of the next 
level under criterion, then vector’s dimension is 3. In 
addition to elements connected with given criterion, at the 
next level there are elements that are not connected with it. 
We may consider that all similar elements have a priority in 
relation to the given vector that equals 0. Thus it is possible 
to expand priority vectors for all criteria by adding 0, for

Aggregated membership function
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elements that are not connected with it. For example, the 
priority vector 𝑉𝑉𝑉𝑉11 = (𝑎𝑎𝑎𝑎, 𝑏𝑏𝑏𝑏) after expansion will look as 
𝑉𝑉𝑉𝑉11 = (0,𝑎𝑎𝑎𝑎, 𝑏𝑏𝑏𝑏, 0). As a result all priority vectors of elements 
of one level will have identical dimension. The following 
step requires compilation of matrix of priorities for each 
hierarchy level, let’s call it 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖. Matrix is compiled from 
expanded priority vectors located in different columns. i.e.

𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 = (𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖0|𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖1|⋯ |𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖|⋯ ).

After matrixes of priorities are developed it is possible to 
calculate a priority vector for alternative options. If the 
quantity hierarchy layers equals N , then vector is calculated 
under the formula [8]: 

𝑝𝑝𝑝𝑝 = 𝑃𝑃𝑃𝑃𝑁𝑁𝑁𝑁−1 ∗ 𝑃𝑃𝑃𝑃𝑁𝑁𝑁𝑁−2 ∗ ⋯∗ 𝑃𝑃𝑃𝑃0.

Studies 0.36
Friends 0.05
School life 0.29
Prof. training 0.16
Training for university exams 0.1
Music classes 0.03

а)

Quality of teaching 0.23
Equipment supply 0.12
Pupils’ treatment 0.65

b)

School А 0.66
School B 0.15
School C 0.2

c)
Fig. 5.Developed matrixes of 
а– first level;
b–second level;
c– third level.

The results after calculation of priorities based on explicit
numbers (for descriptive reasons) for the first matrix enable 
us to draw the following conclusion: the most significant 
criteria in school selection are Studies, School life and the 
Prof. training.

In a matrix of second level the most important role for 
parents plays Pupils’ treatment, then goes Level of teaching, 
and the last is Equipment supply.

Matrix of the third level gives the following conclusion: 
school A, by criterion Studies, considerably surpasses other 
schools.

In certain cases, when there is no one-valued occurrence 
of one fuzzy set into the other or when they are equal, the 
interpreting of the received results is not as simple, as in 
scalar form. The complexity lies in the necessity to compare 
membership functions received after the calculation for each 
option. And these functions might have quite elaborate 
configuration. In scalar form such comparisons are 
elementary. Therefore for comparison these numbers could 
be converted into habitual scalar form by methods based on 
calculations of the centre of gravity, the centre of maxima 
etc.

IV. CONCLUSION

Based on the above reasoning we can draw the following 
conclusion: transfer of expert estimates into fuzzy form 
allows to reduce errors by the human factor since instead of 
the average value, the set of expert estimates will be 
considered and also the level of expert certainty. The 
absence of assumptions and simplifications during the 
decision-making allows to say that described approach does 
not bring additional errors. Therefore, transfer into fuzzy
form allows to use well proved methods in new conditions.
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 Abstract—Genetic algorithms regarding to life cycle 
management of electrotechnical equipment are considered. The 
concept of “techno-individual” is introduced.

Keywords: life cycle, electrotechnical equipment, genetic 
algorithms, techno-individual.

I. INTRODUCTION

One of the solution techniques, allowing creating 
effective algorithms for a wide range of tasks, is the usage 
of a subclass of the directed random search methods –
methods of genetic modeling.

Numerous approbation of use and application of genetic 
methods in scientific and industrial spheres allow saying 
with confidence that when using  the evolutionary methods, 
realization of the comprehensible well-founded decision 
search problems is always reached. In overwhelming 
majority of cases the use of natural analogues gives positive 
results. This is explained by the fact that the analogue taken 
from the nature was improved for many years of evolutions 
and at the present time has the optimum structure [1].

The idea is to consider these genetic algorithms regarding 
to life cycle management of electrotechnical equipment.

Let's consider the main advantages of genetic algorithms 
usage:
−     Ability to manipulate with many parameters at the 

same time; 
−      Good applicability when solving large-scale problems 

of optimization;
−      Leniency of assumptions at a goal function estimation 

that expands a class of tasks which can be solved by 
means of genetic algorithms;

−     Simplicity and "transparency" in implementation; 
−     Application in tasks with changeable place (adapting to 

changeable place);
−     Ability to arrive at enough good solutions fast.

Genetic algorithms use direct analogy to the mechanism 
of biological development. 

Like biological development each technological product 
develops continuously from a stage of origination (setting 
up) to a stage of collapse (recycling), going through any 
environment effects and adapting for them.

Algorithms work with a group of "individuals" –
population, each of which represents possible solution of the 
given problem. Each individual is estimated by a measure of 
its "suitability" according to how rationally solution of the 
problem suits to it.

In each generation of the chromosome genetic algorithms 
(coded solutions) are the result of application of some 
genetic operations [1].

II. THE KEY GENETIC RELATIONS REGARDING LIFE CYCLE
MANAGEMENT OF ELECTROTECHNICAL EQUIPMENT

For description of the genetic algorithms when
developing methods of the electrotechnical equipment’ life 
cycle [2]-[6] estimation let’s introduce some concepts. 

“Techno-individual” – it’s a type of any equipment
(transformer, load etc), life cycling of which is considered 
with the view to biological evolution. 

Iinitial conditions – datum values of the equipment
parameters(for example, values of reliability including the
level of the serviceability, revitalization, mean time between
failures, probability of non-failure operation etc.).

Principal criteria, which are necessary to be followed, –
to control the target level of the parameters values. It means
that it is desirable during the resolution output to safe initial 
conditions with minimum costs.  

Characteristics, defining the level of the organism
development and its adjustment: possible methods of
service, support of the set state, different from each other 
according to the degree of complexity and quality of 
execution.

Operations must precede the process of algorithms 
construction:
−      Selection of the initial conditions;
−      Criteria selection (criteria functions);
−      Analysis and selection of the boundary conditions.

Selection operations of the initial level depend on the type
of the current task and goals, which must be reached as a 
result of algorithm realization. 

If it concerns maintenance of the parameters on the 
certain level and reliability index of the equipment in the 
course of its operation then as initial conditions it is 
reasonable to use data values of parameters and the indexes
defined on a development stage in the form, installed by 
manufacturer and presented in the maintenance
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documentation (in particular, in maintenance documentation 
for the specific type of the equipment).

In this case, the main task is conformity «real reliability 
of the equipment – reliability set as zero conditions» that is 
support of higher level of reliability.

It is necessary to introduce criterion of an optimality 
estimation which will characterize level of considered 
solutions under the control of the technical state of the 
equipment [5][6].

Realization of the genetic algorithm assumes the fitness 
function. Input data of this function gets binary chromosome 
and returns the number, showing how good this 
chromosome is. The given function will be the criteria for 
the algorithm forming. In the embodied genetic algorithm it
is reasonable at first to define the worse chromosome 
(having maximum deviations from the target level of 
parameter) and to measure the index value. 

The got number is called the bad one with respect to 
which the quality of the other chromosomes is valued: 
fitness of the chromosome is calculated as difference 
between index value, set by the given chromosome and bad 
index value. 

Let the chromosome is X = x1, x2 assigned with the value
of the chosen index n (for example, some index of the 
equipment sustainability) and the chromosome Y = y1, y2

with the index value n’. If n’>n, so X – the worst 
chromosome, and fitness(Y) = n’ - n.

As a result of these calculations each chromosome gets its
fitness- number, which turns to be relatively small for the
bad ones’ and relatively big for the good ones’, optimal
reliability index, provided with given technologies.   

Let, for example, have a look some time resolution, 
limited by the first equipment failure. So as a criteria it is
reasonable to use the index value of the mean time between
failure of the given type of high-voltage electrotechnical 
equipment. The highest the value of the criterion function, 
the more optimal is the method of the equipment 
maintenance , the more optimal  is the set of methods, 
providing this maintenance and their content (the set of the 
actions, the level and the quality of their realization).  

The criteria choice is the main preliminary step when
building the algorithm, because only it will define the
further algorithm filling, its logical direction and
convergence. 

One of the important moments is the analysis and the
limitation selection of the given system and for the 
algorithm is its functioning. Limitation can absolutely 
different indeed:

Economic ones – in the network of the limited founding;
Technological ones – limitation in the instrument base

and documentation base, skilled personnel and etc;
Temporal constraints – conducting the actions and etc.
Limitations are the necessary addition, which lets to take

into account the particularities of the real technological 
objects and systems, factors, influencing on its activity.  The
majority of the real tasks have deterministic character. 

Limitations can be also made as some rules and
conditions and can be used when selecting and making the 
possible variants of solutions (heuristics).  

The coding of the chromosomes is implemented 
according to the numbers of the methods, which are on the 

stage of “techno-individual” development. 
In this case equipment is characterized by particular set of

maintenances, with the help of which life cycle following is
put into effect [6]. Each application for different methods
can be done in different ways. And this is the difference in
chromosome genes. 

This difference will be: in application of various 
instrument base (for example, in one case optical resources 
are used at a visual estimation of a state of pendant basic 
insulators, and in other – there is nothing), taking into 
account some external factors, in application to various 
approaches concerning state estimation (up to distance and 
points control), and also in application to various methods of 
results processing.

It is necessary to add that all complex of actions should 
correspond to the circuit of support of the set technical state 
of the equipment (and to include not only actions for an 
estimation of the technical state in the form of monitoring 
and diagnostics, but also reducing and preventive operations 
etc.).

Changing of the purposes and the problems solved by 
system, can lead to revision as maintenances of preliminary 
operations, and a way of "filling" of chromosomes (for 
example, concerning economic aspect of a problem, the 
concepts connected with a given problematic and 
components can be used).

For the interpretation of genetic concepts concerning
“techno-individual”, the following definitions are 
introduced.   

Reproduction. It includes some elements of 
standardization, as the developed techniques of service and 
decision-making. As a result of a reproduction we will 
receive element high voltage electrotechnical equipment and 
a set of the regulated actions by means of which its support 
and the control of its technical state will be carried out.

Mutation. In whole, a mutation – the ambiguous 
phenomenon in most cases calling negative consequences. 
In this case under mutation we will understand effect of 
some factors on equipment maintenance. To mutation
factors we refer:
−    Environment conditions (the external factor, in view of 

object distribution is important);
−    Skills degree of operating staff.

Crossover. Refinement of existing techniques of the 
control and equipment service, on the basis of expert 
estimations and other sorts of the analysis of existing 
systems. Framing of concrete solutions on upgrading, 
support of any solutions of documentation base is necessary. 
The completion phase is development of the standard of the 
enterprise regulating and considering all features of a set of 
actions under the control and support of the set technical 
state of the equipment.

III. GENERIC FLOWCHARTS OF LIFE CYCLE OF
ELECTROTECHNICAL EQUIPMENT

Generic flowchart of life cycle of electrotechnical 
equipment with the use of genetic algorithm theory is 
showed in the Fig. 1. On this Fig. 1 the next blocks are 
shown:

Block 1 – operation complex, corresponding to the
concept of the  genetic modeling reproduction (on this stage 
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population initialization of “techno-individuals” or ”techno-
individual” for the private case is happening).

Block 2 – carrying out actions corresponding to the 
process of “techno-individual” ability to live.

Block 3 – complex of operations according to criterion
assessment (fitness) of «techno -individual» (includes 
calculation of value of the selected goal function (fitness 

function) and an estimation of fitness level of every «techno 
-individual» according to the received values).

Block 5 – chain of operations and decisions, 
corresponding to the definition “ survival rate” of the 
“techno -individual” (decision about possibility of its further 
vital capacity or life cycle end, if it is necessary).

Fig.1. Generic block-schematic life cycle of equipment with the use of genetic algorithm theory.

The set of actions in maintenance and support of 
equipment life cycle will be the base for the formation of the
possible variants (heuristics) for our task. 

Let’s separate some components of the scheme [7]-[10]:
A – Monitoring;
B – Diagnostics; 

C – Maintenance, testing, measurements;
D – Failure control works;
In addition, let’s add additional components:
E – Expert forecasting system of the technical state.
F – Integral estimate of the technical state.
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Fig. 2. Generalized insulators life cycle analyses algorithm with application of the second heuristics (the monitoring based on visual survey).

As a result of the primary sanction combinations in 
technical state control with additional ones will be get 
possible variants, which are heuristics :

H1 = {AE},
H2 = {AF},
H3 = {BE},

…,
H8 = {DF}.

In the real task the number of combinations and their
width can be much more. They can be added different
preliminary set rules and conditions. 

For example, let’s have in more details the realization of
the algorithm for the suspended insulators in the network of
the simplify problem (Fig. 2).

The activities for quality control of the technical state are:
−   Monitoring system [3];
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−   Diagnostics system [11].
Concerning the diagnostics we will decide that this action

either take place (А) or not (В). 
Regarding the system of monitoring several possible

variants were suggested; let’s have a look possibility of its 
implementation:

1 – monitoring by «hectic rush»;
2 – monitoring, based on the visual examination of the 

equipment;
3 – monitoring with the use of infrared and ultraviolet

control; 
4 – combined monitoring.

By variants combination we get 8 possible heuristics:
H1 = {1B},
H2 = {2B},
H3 = {3B},
H4 = {4B},
H5 = {1A},

…,
H8 = {4A}.

The meaning of the blocks on the Fig. 2 fits the structure
for the Fig. 1. Decomposition of the blocks 2 and 5 is more
detailed, because it corresponds to the occurrence 
(monitoring high-voltage equipment on the base of visual 
examination). Moreover, block 2 is the base of the
information fulfillment system (getting and analysis of the 
information, necessary for the following stages). 

IV. CONCLUSION

The difficulty and the goodness of action realizations in
technical state of the equipment increases, the number of the 
operations required for the algorithm realization increases. 
But in spite of the apparent bulking, algorithms are simple in
their accomplishment because of their coherency.

Electronic educational resources were developed using an 
educational process for training students with the 
specializations “Electrical Power Supply,” “Automation of 
Technological Processes and Production,” and “Automated 
Management of Product Life Cycle” of Perm National 
Research Polytechnic University [12].

Works on this direction are conducted within the Russian 
Foundation for Basic Research Grant of Russia No 14-07-
96000 “Development of an intellectual decision support 
system to ensure of energy facilities trouble-free operation”.
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Abstract—The article considers the ways of organization of 
databases for the storage of the results obtained during testing. 
A new variant of the organization of the data to ensure the 
ability to write to the database different sets of parameters in 
the form of chronological series. The required set of 
parameters depends on the modification of the tested technical 
installation.

Keywords: testing of complex technical products, noSQL, 
chronological database, document-oriented DBMS.

I. INTRODUCTION

Among the various tasks that require high-volume data 
storage is allocated the task of gathering and storing of data 
relating to tests of complex technical products [1,2,3]. A 
feature of such tests is:
− You need to store a large amount of information that 

describes the trends of measured parameters during the 
test. Some tests require the speed of data collection to a 
few KHz and the duration of the test can be up to 
several days;

− There is no strict structure of the data collected. Various 
modifications of products can have different sets of 
parameters. Thus, over the entire life cycle of the 
product can be tested with various modifications;

− Data retention period should correspond to the total 
time of the product life cycle;

− In addition to storing the measured during testing the 
parameters you want to store data pertaining to the 
operation of the test items during its life cycle.

Much of the information that accumulates when testing 
are the results of observation over parameters of the process 
of testing. When observing the values of the parameters are 
recorded and linked to the moment of observation. The 
result is an ordered in chronological sequence of measured 
values is called a time series.

II. WHY RDBMS IS NOT FIT FOR STORAGE OF TEST 
RESULTS?

Traditional industrial relational DBMS are not adapted 
for efficient storage and processing of time series. This is 
because the relational DBMS include the following 
mechanisms:
− Normalization, which on the one hand ensures the 

absence of redundancy and logical errors when updating
and sample data, but other decreases the capacity of

− Support of the transaction, which ensures the reliability 
and consistency of data, but requires substantial 
resources.

These mechanisms are useful when solving business 
problems, but they are not needed in the problems of 
collection and storage of information about the tests. As a 
result of the performance of processing time series is very 
low, and the complexity of the description of the application 
logic high.

To solve the problem of storing temporary data, there are 
special temporal extension RDBMS, but most of the 
developments in this direction are intended for storage of 
slowly varying data.

It is proved that the storage time series in a relational 
form causes some redundancy in the volume of content and 
information. Storage of temporal data in a relational is the 
amount, which is calculated by the formula [4,5].

        𝑇𝑇𝑇𝑇 = ∑ ∑ �∑ 𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 + 𝑉𝑉𝑉𝑉𝑡𝑡𝑡𝑡�

𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖
𝑡𝑡𝑡𝑡=1

𝐾𝐾𝐾𝐾
𝑖𝑖𝑖𝑖=1 ,                       (1)

where 
T - the total volume of information;
Vij - the amount of information contained in the j 

attribute tuple I;
K and N - number of records and columns in the table;
Vt - size of the temporary attribute; 
Zi is the number of states tuple i.
While the amount of data in the same table excluding 

temporality is expressed by the formula:

               𝑇𝑇𝑇𝑇 = ∑ ∑ 𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,
𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖
𝑡𝑡𝑡𝑡=1

𝐾𝐾𝐾𝐾
𝑖𝑖𝑖𝑖=1                          (2)

where
T - the total volume of information;
Vij - the amount of information contained in the j 

attribute tuple i; 
K and N - number of records and columns in the table.
Indeed, it is easy to see redundancy even if only saves the 

current value of the entity in the temporal RDBMS.
Possible decrease in the volume Vt by changing its type 

and the creation of a «cheap» surrogate primary keys for the 
identification of a tuple and calculate its temporary values 
relative to the parent of a tuple. Decrease in volume Vt 
through the use of surrogate key is based on the records of 
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relative time values for each tuple.
The total volume of the stored information will be 

presented to the expression of the form (3). This method will 
always be much more economic than presented by the 
expression (1).

                    T = ∑ �Vt + ∑ ∑ VijN
j=1  Zi

t=1 �             K
i=1  (3)

On the basis of comparison of expressions (1) and (3) we 
can construct a mapping of the sets being a description of 
the database structure. So, for the formula (1) corresponds to 
the set of (4) and formula (3) corresponds to the set of (5).

                                    ��Ti,, Vj��                                (4)

                                    �Ti, �Vj��  ,                              (5)

where 
Ti - timestamp; 
Vj - the value of the tag.
When creating the system of tests of important factors 

that you need to evaluate the DBMS for storage of large 
amounts of data, are: the complexity of the structure, the 
volume occupied by the data and the speed of receiving 
data.

III. USING NOSQL STORAGE OF TEST DATA

An alternative approach is the use of noSQL [6]. This 
approach will build a system capable of adapting to the 
increasing amounts of data and effectively handle them. 
NoSQL solutions provide much higher data throughput than 
traditional DBMS.

Storage time series are most adapted store known as 
«key-value». Such databases are the easiest way to store 
multiple values associated with the same timestamp tag. 
Often such databases are included with the software for 
measuring or checking or integrated into the SCADA 
system [8]. Examples include the database Citadel, which is 
part of the graphical programming platform National 
Instruments - LabView. To improve the characteristics of 
the storage of historical data in databases is usually possible 
to buffering and compression.

A database that is organized as a «key-value», allow to 
implement storage of large amount of historical data, 
providing high speed write and retrieve data. However, if 
you change the structure of the stored data will be 
impossible to make a selection of the parameters 
corresponding to one physical parameter.

The optimal solution is to use a document-oriented 
database. Data model such storage allows you to merge 
multiple key-value pairs in an abstraction called an 
«document». Documents can be nested structure and form 
collections. Collections can contain other collections. It is 
this capability that allows to model the relationship is one-
to-many.

Such use document-oriented database unusual, because 
these data are not the document.

Document-oriented architecture DBMS allows you to use 
a hierarchy of nested and move to a higher level of General 

information about the entity . Such a data model will 
eventually permit from the base type of the provision of a 
set of values (5) go to the form (6)

              �T0, �Tm, �Ts, {Ti, Vi}��� ,                     (6)

where 
T0 - the timestamp of the start of the test; 
Tm - timestamp minutes; 
Ts timestamp seconds; 
Ti is the timestamp of the smallest interval of time; 
Vi - the value of the tag.
The use of document-oriented database allows identifying

a common data structure in the form of fuzzy structures --
structures that can be dynamically expanded. The data is 
organized as a tree that allows efficient indexing by 
navigating to the key elements of the tree. This approach is 
effective because the majority of requests contain the time 
as the main parameter of search. Thus, a custom look at the 
data will coincide with the hierarchical structure of the 
applied model of data in most of the queries. Structure, 
which is optimal for indexing time, also represents a 
structure of nested objects, which fully corresponds to the 
real logic of the objects of the test.

This approach to the implementation of the database 
structure, there is virtually no duplication of data, and data 
integrity is ensured by a hierarchical structure.

The proposed flexible structure of the database allows to 
expand the horizontal functionality of the database (the add 
parameter types, event types, etc), and also will allow to 
store the compressed ranks, and automatically, transparently 
to carry their processing.

For the implementation of such structure will use the 
database MongoDB [8][9].

IV. THE STRUCTURE OF THE DATA IN PRACTICE

In the end, the overall structure of the developed 
document-oriented storage will look like the following:

Fig. 1. Еxample data structures.

Such a structure allows to store:
− the results of observation over parameters of the process 

of testing;
− meta-information about testing;
− information about the operation of the test items during 

its life cycle.
Storage is not historical information in a document-

oriented database can be organized as a projection of the 
structure RDBMS containing this information. This 
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structure will contain all the necessary information, ways of 
transformation parameters, directly series, information on 
testing. Storage same time series in the structure of the 
document requires additional study.

To improve data search and to conserve space is proposed 
to use the hierarchy of the document and represent time 
series in the form of a tree. There is a particular task of 
determining the optimal nesting branches of the tree.  In 
practice, it is necessary to find a compromise between the 
memory size and speed. For this you must define the target 
function f and solve optimization problem

    f(B,C)  = km fm (B,C) + kv fv (B,C)           (6)

f(B,C) → min,

where 
B - nesting tree branches;
C - the number of elements in the tree;
fm - function determining the memory footprint;
fv function determining the speed of access to data;
km and fv – weights.
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