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Abstract: This paper provides an overview of the Quality of Service (QoS) capabilities defined in the OpenFlow specification. Several vendor documentations from off-the-shelf products are compared with the OpenFlow specification. This research reveals inconsistencies between the specification and the vendors implementation. Queues for examples are not implemented by all vendors. This gap can lead to interoperability problems in a network while using hardware from different vendors. The research also shows, that the majority of vendors provide a port statistic function which gives information about incoming and outgoing bandwidth about each port of a switch. Based on this function a QoS aware routing application for off-the-shelf switches is proposed. This concept can be used to change the flow of traffic in an OpenFlow network based on the utilization of the interfaces. Based on the conducted research, the application can be used with hardware from multiple vendors. This paper does not contain a quantitative evaluation of the implemented application.

1 INTRODUCTION

Software-Defined Networking (SDN) is a new concept for the implementation of computer networks. The most commonly used realization of the SDN concept is the OpenFlow Protocol [1] which is specified by the Open Networking Foundation (ONF). SDN Networks consist out of multiple SDN switches and at least one SDN controller. The controller has an overview of the whole topology and creates flow rules for the switches. The controlled switches forward packets according to the flow rules they received. The use of SDN in large networks creates a requirement for QoS aware routing. The goal of QoS aware routing is to choose one of the multiple possible paths in the network under consideration of the QoS requirements of the transported traffic. Classical routing algorithms were developed for autonomous systems (AS) [2] where each router makes its own routing decisions. In SDN the routing decisions are provided by the centralized SDN controller. This form of centralized control is visualized in Figure 1 and Figure 2. The new form of centralized control makes it necessary to rethink QoS aware routing in the context of OpenFlow. In this paper, the authors will take a look at the QoS mechanisms provided by the OpenFlow specification, and compare it with the QoS mechanisms implemented in commercially available off-the-shelf OpenFlow hardware. This paper also describes a concept to provide QoS aware routing which uses the QoS mechanisms implemented in commercially available off-the-shelf OpenFlow hardware. The concept has been implemented as an SDN application.

2 RELATED WORK

OHMS et al. [3] showed that it is possible to use the queueing mechanism of an off-the-shelf OpenFlow switch to provide QoS for Voice over IP (VoIP) streams. The used topology consists of a single switch. GUCK et al. [4] analysed a set of routing algorithms in the context of SDN. The analysis focused on resource consumption and efficiency. The algorithms have only been simulated and not im-
implemented on top of real OpenFlow hardware. ZHANG et al. [5] compared the performance of OpenFlow with routing protocols like Open Shortest Path First (OSPF). Their results show that OpenFlow can react much quicker to topology changes when compared to OSPF. JINYAO et al. [6] proposed a QoS aware routing concept which uses queueing and queue statistics. The concept has been implemented and tested on a single computer using a network simulator. The related work indicates that QoS aware routing is a research topic in the scientific community. Our focus on off-the-shelf OpenFlow hardware makes this paper unique when compared to the related work.

Figure 1: Routing in a classical network.

Figure 2: Routing in an SDN network.
3 QOS CAPABILITIES DEFINED IN THE OPENFLOW SPECIFICATION

All statements made are based on the OpenFlow specification 1.3 which is the most commonly implemented version regarding the hardware available on the market [1]. OpenFlow 1.3 provides three mechanisms to enable QoS.

**Queueing**

OpenFlow 1.3 provides a class-based queueing algorithm on the egress port, as a not mandatory part of the specification. The queues provide a guaranteed bandwidth and a maximum bandwidth. The standard specifies OpenFlow messages to configure queues and to get statistics about bandwidth and errors for each queue. Each flow table entry can use an enqueue action to insert a matched packet into a queue. The standard does not specify a precedence between the queues or a required number of queues. The standard also does not specify any queueing algorithm.

**Metering**

Metering is implemented by all vendors. The meter statistics are not always implemented. The meters are configured through a proprietary CLI interface.

**Port Statistics**

Port statistics are implemented by all hardware vendors used in this comparison.

Based on this results port statistics seem to be the only commonly available mechanism for our application. The use of port statistics has a significant drawback. The application cannot detect full queues. This can lead to packet loss if a port seems to be idle regarding overall bandwidth consumption while one or more queues exceed their upper bandwidth limit. This problem can be solved using queue statistics.

4 QOS CAPABILITIES OF THE OPENFLOW IMPLEMENTATION FROM DIFFERENT VENDORS

The authors compared the OpenFlow capable product families of four different vendors. Namely HP, Brocade, Juniper, and Pica8. This comparison focuses on the QoS capabilities described in chapter 3. This comparison is based on documentation provided by the vendors [10][11][12][13].

**Queueing**

Not every vendor implements queues. If they do, they use between 4 to 8 queues per port with a hierarchical precedence. The queue configuration messages are not implemented by any vendor, the queues are usually configured over proprietary CLI interfaces. Most implementations use the HTB scheduling algorithm [7]. The queue statistic messages are only implemented on the Brocade Netiron switches.

**Metering**

Metering is implemented by all vendors. The meter statistics are not always implemented. The meters are configured through a proprietary CLI interface.

**Port Statistics**

Port statistics are implemented by all hardware vendors used in this comparison.

Based on this results port statistics seem to be the only commonly available mechanism for our application. The use of port statistics has a significant drawback. The application cannot detect full queues. This can lead to packet loss if a port seems to be idle regarding overall bandwidth consumption while one or more queues exceed their upper bandwidth limit. This problem can be solved using queue statistics.
5 CONCEPT AND ARCHITECTURE OF A QoS AWARE ROUTING APPLICATION

The application has been developed as an internal module for the open source SDN controller Project Floodlight [8]. The architecture of the SDN controller is visualized in Figure 5. The controller provides basic functionality implemented as modules, for example, information about connected hosts, current network topology, etc. Some functions are used for the development of the application. The application for QoS aware routing consists of four logical components.

Statistics Collector
The Statistics Collector collects the port based statistics from the switches. This component contains a background task which gets executed periodically at a fixed rate.

Intent Registration
The Intent Registration component allows the registration of intents with QoS requirements. An intent is a desire of a terminal endpoint to communicate with another terminal endpoint. It consists of a set of header fields which identifies a set of packets. The Intent registration uses the Routing Service of the SDN controller to find every possible path to fulfill the desired intent. All paths get observed by the Path Monitoring.

Path Monitoring
The Path Monitoring component has a background task which receives data from the Statistics Collector to evaluate the bandwidth consumption for every possible port on every path for every registered intent. If the bandwidth capacity of a path which is currently in use by an intent gets exceeded, the Path Monitoring uses an alternative path if possible. This component uses the Flow Manipulation component to change the flow of traffic. The evaluation of every path might not be possible in large topologies. In this case, a preselection is necessary to reduce the set of paths to a size which can be handled by the application. When an intent gets unregistered, the monitoring of the possible paths is canceled.

Flow Manipulation
This Flow Manipulation component uses the Switch Service of the SDN controller to push flow table entries for every switch on a given path. This component opens the possibility to create end-to-end flows for a given path. There is no need to manipulate each flow table of every switch directly.

This architecture is visualized in Figure 3. The routing process can be separated into the following steps.

• If a new intent gets registered, the application looks up every possible path which connects the terminal endpoints of the intent.
• If a path has been found, the application assigns one path to the intent.
• Every packet which matches the header fields (which are specified in the intent) gets forwarded through the assigned path.

Figure 2: Concept for QoS aware routing presented by the authors.
• The application collects statistical data about the utilization of every port on every path which is currently tracked.
• The statistical data is used to compare the utilization of the current path with every possible path.
• If a better path is available, the application reassigns the intent to the better path.

The concept of the application is visualized in Figure 4.

Figure 3: Architecture of the Floodlight SDN Controller.

Table 1: Comparison of QoS capabilities of OpenFlow product families of different vendors.

<table>
<thead>
<tr>
<th></th>
<th>Pica8</th>
<th>Juniper</th>
<th>Brocade</th>
<th>HP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queues</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Metering</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Queue Statistics</td>
<td>No</td>
<td>No</td>
<td>Not in all products</td>
<td>No</td>
</tr>
<tr>
<td>Port Statistic</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

6 CONCLUSIONS

There are inconsistencies between features of the OpenFlow specification and the vendor implementations of hardware switches (see Table 1). Depending on the vendor this gap can cause interoperability problems. The ONF specifies new OpenFlow versions every year, which results in outdated hardware. Most OpenFlow features are implemented in the application specific integrated circuit (ASIC) of a switch. In case of a new performance demanding OpenFlow functionality (e.g. queueing), new ASICs and switches have to be developed and deployed. This results in skipping certain version and features. An alternative way to implement new features in existing hardware is the use of P4 [9]. This is a domain specific language which enables software-based packet processing. P4 programs are compiled into hardware. This turns the static switch ASIC into a chip which can be dynamically reprogrammed after it has been deployed as part of a switch. This can be compared to a Field Programmable Gate Array (FPGA). By using P4, vendors can update their hardware after it has been deployed. The proposed concept shows that the routing behaviour of an OpenFlow network can be changed based on the utilisation of the hardware interfaces. A quantitative evaluation of the application is not within the scope of this paper. The proof-of-concept implementation uses the current
bandwidth utilisation to determine the quality of a given path. In future more parameters and models should be evaluated in order to provide guaranteed QoS. This is indispensable in the context of Industry 4.0 and wide area SDN networks.
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