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Abstract: Adaptable, energy-efficient, and data-optimized environments are now achievable through the integration of 

wireless sensor networks (WSNs) and the Internet of Things (IoT). However, challenges such as resource 

constraints, high energy consumption, and inefficient communication protocols limit their effectiveness. To 

address these issues, this study employs the Whale Optimization Algorithm (WOA) in an AI-based approach. 

The proposed method optimizes resource allocation by minimizing communication costs, balancing network 

loads, and enhancing energy efficiency. Experimental results demonstrate significant improvements in 

network lifetime, throughput, and spectral efficiency. These findings highlight the effectiveness of AI-driven 

techniques in significantly boosting IoT network reliability, longevity, and resilience against operational 

challenges. By leveraging intelligent optimization, the proposed solution not only enhances WSN 

performance in IoT applications but also streamlines resource allocation and energy efficiency. This makes it 

a promising approach for next-generation smart homes, industrial IoT environments, healthcare monitoring, 

and other IoT-driven systems. The study underscores the substantial potential of AI-based optimization in 

overcoming key limitations of WSNs, paving the way for more sustainable, scalable, and efficient IoT 

deployments across diverse applications. 

1 INTRODUCTION 

With the convergence of the IoT, smart environments 

have become more connected, adaptive, proactive, 

and intelligent. Most adaptive environments are not 

designed with human emotions and preferences in 

mind, despite the fact that they are intended to 

facilitate people's daily lives [1]. Today, technology 

is mainly accessed through the senses of sight and 

sound. According to predictions, a full internet of 

senses will be established by 2025, including taste, 

smell, and sight. Also, by 2030, it may be possible to 

communicate thoughts digitally, which eliminates the 

need for mice and keyboards as a user interface [2]. 

Through the Internet of Senses, emotions and 

preferences will be transparently integrated without 

requiring direct feedback from users, resulting in a 

more personalized experience. 

The Wireless Sensor Network (WSN) uses 

multiple sensors to monitor environmental 

parameters, including temperature, humidity, and 

moisture. There are a variety of sensors on the device, 

including electroacoustic sensors, pressure sensors, 

motion sensors, image sensors, chemical sensors, 

weather sensors, pressure sensors, temperature 

sensors, and optical sensors. A wide range of 

applications can benefit from WSNs, including 

healthcare, military, defence, agriculture, and our 

everyday lives [3]. While WSNs have a wide range of 

applications, they face many challenges, including 

limited energy resources, computing speed, memory, 

and communication bandwidth, which result in a 

decrease in performance over time [4]. A variety of 

algorithms can be developed for different 

applications, which can be quite challenging. As part 

of the design of a WSN, designers should consider a 

number of factors, including data aggregation, 

clustering, routing, localization, fault detection, task 

scheduling, and event tracking, among others. 

WSNs are multi-hop wireless networks that allow 

things to communicate in a monitored area, and the 

IoT depends heavily on them [5]. WSNs play a key 

role in IoT applications by enabling nodes to 

cooperate to provide high-functioning IoT 

applications [6]. IoT applications have high Quality-

of-Service requirements, so deploying energy-
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efficient nodes and adjusting resources in 

collaboration is critical in WSNs. As shown in [7], 

next-generation wireless networks incorporating 

artificial intelligence technology can improve 

machine learning. As a result of artificial 

intelligence's distributed capabilities, the wireless 

communication system as a whole has been 

surprised [8]. 

It has been proven that emotion-aware 

applications improve user experiences and system 

efficiency in wireless networks. In addition to 

cognitive radio ad-hoc networks [9], mobile cloud 

computing is also an example [4]. With the increasing 

use of emotional-aware applications, such as network 

personalization, services are being tailored to meet 

the needs and prospects of operators in continually 

changing environments. 

Resource management is considered a key task for 

ensuring network connectivity because sensor nodes 

have inhibited power supplies. Additionally, in 

general, network operations consume a greater 

amount of energy due to communication between 

members. The efficient use of power can reduce the 

rapid exhaustion of energy in sensor nodes, 

improving their performance as a result. Energy 

efficiency, therefore, deserves a lot of attention. 

Many factors challenge the sensor network's 

functionality, such as power restrictions, insufficient 

processing power, etc. Sensor nodes in the network 

continuously gather data, which causes the battery to 

deplete extremely quickly. An effective strategy for 

managing data transmission and energy-efficient 

communication can significantly extend the lifetime 

of a network [10]. 

Clusters of sensor nodes are arranged 

hierarchically according to their type. There will be a 

distinction between nodes within a cluster according 

to their functionalities. Two-layer WSN architectures 

delegate nodes to collect and relay data from the 

surroundings to their respective heads. It is these 

heads that aggregate the inferred data and 

transmit it [11]. It is more important to schedule 

cluster update cycles at the appropriate time and place 

and to nominate sensor members to operate as the 

head nodes at the appropriate time. Without 

appropriate selection, the member nodes will 

experience premature energy shortfalls. In terms of 

the limitations of the available approaches, the cost of 

repeated message transmissions and the difficulty in 

exchanging messages through the formation of 

clusters are the key limitations. 

2 LITERATURE REVIEW 

The nearest neighbour algorithm and dynamic 

programming are common resource allocation 

algorithms in WSNs. According to the paper [12], 

resources should be allocated centrally. A high 

quality of service reduces energy consumption and 

enhances the utilization of broadband when it 

constrains resources. Using integer linear 

programming (ILP), a method for assigning tasks to 

wireless sensor networks (WSNs) in static 

environments is presented [13], and the nodes' 

overhead in communication and computation is 

accounted for in this calculation. In the works, the 

allocation of resources in the network is also based on 

the ILP method, but the primary consideration is the 

quality of the information [14]. In spite of this, the 

network requires efficient and dynamic resource 

allocation mechanisms to meet users' increasing 

demands. A market-based resource allocation method 

is used by [15] to optimize the utilization of sensor 

resources in competition. 

A dynamic resource scheduling system has also 

been developed by the author [16] by applying game 

theory. Nodes in WSNs are assigned roles based on 

queuing rather than randomly. Typical WSN 

scenarios involve steady-state analysis to determine 

the optimal allocation scheme. The network remains 

energy-efficient and has a long lifespan when 

compared to other methods [17]. As part of the 

resource allocation process, all these methods assess 

the amount of energy consumed by the network. 

However, there is a need for different levels of quality 

of service for multiple publishing tasks. It is achieved 

by applying this concept to assign tasks to the 

corresponding nodes according to various quality of 

service requirements, thereby reducing resource 

utilization and improving resource efficiency. 

A heterogeneous network presents a huge 

challenge for resource allocation due to its 

heterogeneous nodes. Heterogeneous WSNs can be 

allocated resources according to quality of 

service [18]. As a result of resource allocation 

constraints, maximizing network throughput is 

transformed into maximizing statistical quality of 

service [18]. An equitable network throughput and 

resource distribution scheme is proposed in the 

document. An optimal resource allocation scheme is 

presented in [19], which reduces interference and 

increases network throughput and speed. WSNs with 

heterogeneous topologies can benefit from layering 

protocols [20]. Author [7] illustrates how layering can 

effectively eliminate energy holes from networks. 

According to [21], the layered method can be 

28 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), July 2020225  



improved by implementing an agent that updates the 

network state. 

Additionally, the functionality of active head 

nodes is interchanged in order to stabilize the entire 

energy usage and adapt to topological changes in the 

network. Researchers studied Wireless Sensor 

Networks to balance energy consumption using these 

approaches. Because the head nodes are primarily 

responsible for gathering, managing, and forwarding 

data, they consume a lot of energy. A TDMA 

schedule is also assigned to each node, irrespective of 

whether the node has sensed readings to send. With 

Cell LEACH, clusters are further partitioned into 

different cells. During the lifetime of the network, 

clusters and cells will persist in addition to those 

created during the setup phase. There will be a 

dynamic reorganization of clusters [22]. 

A regular feature of sensor networks is the 

adaptation of Machine Learning (ML) strategies to 

minimize the need for redesign [23]. By optimizing 

resource management and extending the lifespan of 

networks, machine learning can enhance both. In 

recent years, ML has focused more on algorithms that 

can be computationally feasible. In different 

applications, these techniques can be used for 

regression, classification, etc. A sensor network 

observes dynamic situations that rapidly change over 

time. Smart policies can be made with the help of the 

IoT, according to a recent application [24]. 

Wireless sensor networks can benefit greatly 

from machine learning. For intuitive learning, 

decision-making, and identifying complex models, 

classification and data learning are the most 

appropriate and widely used techniques. Graph 

embedding is another technique for teaching graphs, 

which preserves their topological properties by 

learning graph representations. However, the initial 

data is not guaranteed to be intact with these 

dimensionality-reduction techniques [25]. In this 

article [26], the author uses convolutional neural 

networks to obtain node features in graph structure 

data and to create atomic fingerprints based on the 

features obtained. With the original graph link sets as 

inputs, a full connection neural network (FCNN) [27] 

was trained with the WLNM, a method proposed by 

the author [27] to build a link prediction model using 

the original graph link sets. A previously unstudied 

task, predicting link reliability, is addressed in this 

paper by applying the WLNM. Deep learning 

algorithms were used to design, implement, and 

evaluate a link-reliability-based routing algorithm for 

wireless sensor networks. 

Link reliability is predicted by WL-DCNN 

combining Weissfeiler-Lehman sub-graph labelling 

with 2-branch convolutional neural networks. 

Moreover, the loss function was modified to account 

for imbalances in training samples and improve 

training set formation. Six public datasets 

demonstrate an efficient method for extracting 

topological features from complex networks, with up 

to 40% better predictions than baseline algorithms. 

WL-DCNN-based resilient routing algorithms ensure 

data integrity in sensor networks while reducing 

transmission paths and ensuring data integrity in 

vulnerable wireless links, as shown with our 

algorithm [28]. In addition to enhancing network 

durability and routing robustness, the nodes' power 

consumption is reduced as a result. 

3 METHODOLOGY 

The administration of IoT relies heavily on low 

latency and low energy consumption. As a first step 

towards achieving these goals, this paper focuses on 

the RA problem in IoT. A major goal of RA is to 

reduce communication costs and balance load. 

Network latency is reduced when communication 

costs are reduced. As a result of load balancing, 

network bottlenecks would be eliminated, and 

performance would be increased. Upon meeting these 

goals, this technology will be useful in many 

situations. This paper presents an algorithm based on 

particles. 

Solving complex optimization problems has 

traditionally been done by heuristic algorithms. It is 

possible to devise a heuristic algorithm to find a 

solution to the RA problem because it is NP-

complete. In this paper, we propose a new heuristic 

for solving the RA problem in cloud computing called 

WOA. Humpback whales are famous for their 

collective hunting technique, which inspired the 

whale algorithm. As a step toward solving the RA 

problem, we will examine WOA in detail. 

3.1 Flowchart for the Proposed 

Algorithm 

First, the 'whale-create' function is used to create 

whales. Scheduling problems are solved randomly by 

whales. Fitness analyses indicate that the BS is 

currently the optimal whale based on its fitness. RA 

patterns of whales are calculated based on the total 

communication cost. The following is an explanation 

of this function, which is titled 'fitness'. Whales begin 

moving after this step. A new 𝑥 , 𝑋 , 𝑌 , 𝑗 , 𝐹 value is 

calculated for each whale. In this Equation, 𝑋 and 𝑌 

are constants. Numbers are descending from 𝑥 ∈
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 [2.0]. There are two random numbers, 𝐹 ∈  [2.0] 
and 𝑗 ∈  [2.0]. In the following sections, we explain 

how these numbers are used. 

Distance functions play an important role in whale 

algorithms. Due to the fact that whale algorithms 

were designed for continuous problems, RA is 

discrete. Based on the algorithm, this function 

calculates distance. There are three functions 

involved in controlling whale motion. We will start 

by reducing the distance between the best whale and 

the current whale using the shrinking function. In 

addition, there's a "spiral" function, in which the 

whales rotate around the best whale. Furthermore, 

whales are known to approach random whales as part 

of their "search prey" behaviour. 

3.2 Whale Creating 

In this algorithm, whales represent solutions to RA. A 

node is a gateway or a resource in the described 

problem. There are many gateways, and each gateway 

receives information from a certain number of 

resources. The cloud's complete flow of information 

is created by connecting gateways based on a certain 

topology. Due to data transmission costs, gateways 

are connected by spanning trees or rings with the 

fewest edges. It creates two sets of communications 

for each whale: a set of edges representing the 

connections between gateways and a set of edges 

indicating the resources that are allocated to each 

gateway. It consists of an array w with a size 𝑘 + 𝑛, 

where 𝑘 is the number of gateways and 𝑛 is the 

number of resources. As shown in array 

𝑤 (𝑤[1. 𝑘]), 𝑡ℎ𝑒 first 𝑘 entries, gateways are related. 

In this case, 𝑤[𝑖]  =  𝑗 indicates that gateway 𝑗 (𝑖 , 𝑗). 
receives information from gateway 𝑤[𝑖]  =  𝑗. In 

array 𝑤 (𝑤[𝑘 +  1. 𝑛]) The second n entries 

represent each resource's gateway. Resources 𝐹 −  𝑘 

and 𝑞 are connected through gateway 𝑞, as indicated 

by 𝑤[𝐹]  =  𝑞.  

3.3 Distance Function 

In this algorithm, the distance function is used to 

calculate how far two whales are from each other, 

which is an important function to note. Whale 

algorithms are discrete algorithms, while RA 

problems are continuous ones, so distance needs to be 

redefined. Whale algorithms work based on 

distances. Using the "shrinking" function, we will 

reduce the distance between the best whale and the 

current whale in the first step. 

Each whale has 𝑘 + 𝑛 edges, similar to the RA 

graph. A gateway has 𝑘 resources, and a resource has 

n gateways. Therefore, we find that zero is the 

minimum distance, while 𝑘 + 𝑛 is the maximum 

distance. 

3.4 Spiral Function 

There is a random number p in the interval [0, 1] that 

determines the type of whale motion for each whale. 

Once this number exceeds half, whale motion is made 

by using spiral functions, meaning the best whale is 

spiralled around in a circle. A new definition of spiral 

is needed for the RA problem.  

3.5 Shrinking Function 

Every time the algorithm is run, p is generated at 

random. In the case of a number less than 0.5, it is 

recommended to consider another random number, 

A. A less than 1 indicates that the shrinking function

should be used. A whale's current behaviour is due to

this function, which urges it to seek out the best whale

or prey. While spirals revolve around their prey,

shrinking functions move directly and faster towards

them. As a result, it would be helpful if the search

prey function was executed more frequently prior to

the algorithm's conclusion.

Whales and prey are separated by shrinking 

functions based on the position of the whales and their 

prey. Based on the distance calculation, a percentage 

of non-equal entries moves towards the best whale by 

50%. 

3.6 Search Prey Function 

The generation of new solutions can help algorithms 

avoid getting stuck in local optimums. To accomplish 

this, we use the search prey function. This function 

should be performed more often at the beginning. As 

a result, more options will be available at the 

beginning of the exploitation phase and during 

optimization. Using the Search prey function, a whale 

is directed to a randomly chosen prey animal. The 

distance between whales determines the method of 

moving between them, as described below. 

3.7 Whale Optimization Algorithm 
(WOA) 

An algorithm based on the Humpback whales meta-

heuristics is called the WOA [29]. A random 

population of whales is produced in this algorithm 

before optimization begins. This method involves 

whales finding (optimal) prey locations and 

encircling or using bubble nets to append them 
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(optimize). Humpback whales improve their current 

locations by following this method [29]: 

𝑑 = |𝑋⨀𝑍∗(𝑡) − 𝑍(𝑡)|,      (1) 

𝑍(𝑡 = 1) = 𝑍∗(𝑡) − 𝑋⨀𝑑.  (2) 

This example uses 𝑑 to represent the distance 

between prey (𝑡)∗ and whale 𝑍(𝑡)⨀, while 𝑡 opinions 

for the current iteration. In the following definition, 𝐴 

and 𝐶 represent constant vectors. 

𝑋 = 2𝑥⨀𝑟 − 𝑥,  (3) 

𝑌 = 2𝑟.       (4) 

Each time 𝑟 is iterated, 𝑍 is a random vector with 

indexes between [0,1], with each index corresponding 

to the random number between [0,1] 

Both methods can be used for bubble-net analysis. 

There are two ways to shrink encompassing: 

decreasing (3) value of a and decreasing A's value. 

Humpback whales following their prey also use helix-

shaped movements to update their position: 

𝑍(𝑡 + 1) = 𝑑′⨀𝑒𝑏𝑙⨀cos  (2πl) + Z∗(𝑡).  (5) 

A whale's distance from its prey is defined by 𝑍′ =
|𝑍∗(𝑡) − 𝑍(𝑡)|, while 𝑏 describes the shape of the 

logarithmic spiral and 𝐽 a randomly generated value 

∈ [−1.1]. 

𝑍(𝑡 = 1) = {
𝑍∗(𝑡) − 𝑋⨀𝑑 𝑖𝑓 𝐹 < 0.5

𝐷′⨀𝑒𝑏𝑙⨀cos  (2πl) + Z∗(𝑡) 𝑖𝑓 𝐹 ≥ 0.5
.   (6) 

Does 𝐹 ∈  [0,1] represent a random value that 

determines a determining the location of whales, 

either using the shrinking encompassing method or 

the spiral approach? 

A Humpback whale explores for prey randomly in 

its discovery phase. Whales are positioned randomly 

rather than with the best search agents. 

𝑑 = |𝑌⨀𝑍𝑟𝑎𝑛𝑑 − 𝑍(𝑡)|,      (7) 

𝑍(𝑡 = 1) = |𝑍𝑟𝑎𝑛𝑑 − 𝑋⨀𝑑|.  (8) 

How many positions are there in the current 

population where 𝑍𝑟𝑎𝑛𝑑 is it chosen randomly? In the

first algorithm, the WOA's structure is depicted as a 

whole. 

4 RESULTS AND DISCUSSION 

The proposed deep learning routing protocol was 

evaluated using MATLAB simulations. In the 

experiment, 200 to 1000 nodes were distributed over 

an area of 1000 x 1000 m. GEEC, TTDFP, and 

EADCR have been compared to WODNN HMOFA, 

as well as five other existing algorithms.  In this 

analysis, a variety of performance metrics are 

evaluated, including throughput, energy efficiency, 

Quality of Service (QoS), and spectral efficiency. 

Figure 1 demonstrates the superior performance of 

98% throughput, Figure 2 shows the 97% energy 

efficiency, Figure 3 illustrates the 77% QoS, Figure 4 

demonstrates the 87% spectral efficiency, and 

Figure 5 shows the 93% network lifetime using the 

proposed technique. Based on these results, the 

proposed method was able to achieve optimized 

energy efficiency and data handling, confirming its 

efficiency in optimizing 

Figure 1: A comparison of throughputs versus number of nodes. 

31 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), July 2020225  



Figure 2: Energy Efficiency (%) versus number of nodes. 

Figure 3: Quality of service versus number of nodes. 

Figure 4: A comparison of spectral efficiency versus number of nodes. 
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Figure 5: Analyzing the network lifetime versus number of nodes. 

5 CONCLUSIONS 

With the help of the Whale Optimization Algorithm 

(WOA), we have proposed an AI-driven approach to 

resource management in IoT-enabled WSNs that 

addresses critical challenges. A resource management 

strategy like this significantly improves energy 

efficiency, reduces communication latency, and 

enhances overall network performance and stability. 

According to detailed experimental evaluations and 

performance analyses, the proposed method 

demonstrates clear superiority in ensuring balanced 

load distribution across sensor nodes, maximizing 

energy utilization efficiency, and notably extending 

network lifetimes. These results highlight how IoT 

networks can substantially benefit from integrating 

advanced AI-based algorithms, thus enabling them to 

reliably meet the evolving demands of modern smart 

environments, including smart healthcare, agriculture, 

and industrial automation systems. Future research 

endeavors could further enhance the scalability, 

robustness, and performance of heterogeneous IoT 

networks by effectively integrating state-of-the-art 

deep-learning models with sophisticated optimization 

techniques, thus broadening potential applications and 

real-world effectiveness. 

REFERENCES 

[1] N. Kumar, P. Rani, V. Kumar, P. K. Verma, and
D. Koundal, "Teeech: Three-tier extended energy
efficient clustering hierarchy protocol for
heterogeneous wireless sensor network," Expert Syst.
Appl., vol. 216, p. 119448, 2023.

[2] E. ConsumerLab, "10 Hot Consumer Trends 2030,"
2019, [Online]. Available: https://artillry.co/wp-
content/uploads/2019/12/10-Consumer-Tech-Trends-
Ericsson.pdf, [Accessed: Dec. 28, 2024].

[3] N. Kumar, P. Rani, V. Kumar, S. V. Athawale, and
D. Koundal, "THWSN: Enhanced energy-efficient
clustering approach for three-tier heterogeneous
wireless sensor networks," IEEE Sens. J., vol. 22,
no. 20, pp. 20053-20062, 2022.

[4] M. Chen, Y. Zhang, Y. Li, S. Mao, and V. C. Leung,
"EMC: Emotion-aware mobile cloud computing in
5G," IEEE Netw., vol. 29, no. 2, pp. 32-38, 2015.

[5] G. Kalnoor and J. Agarkhed, "Artificial Intelligence-
Based Technique for Intrusion Detection in Wireless
Sensor Networks," in S. S. Dash et al. (eds), Artificial
Intelligence and Evolutionary Computations in
Engineering Systems, in Advances in Intelligent
Systems and Computing, vol. 517, Singapore: Springer
Singapore, 2017, pp. 835-845, [Online]. Available:
https://doi.org/10.1007/978-981-10-3174-8_69.

[6] T. Van Nguyen, Y. Jeong, H. Shin, and M. Z. Win,
"Machine learning for wideband localization," IEEE J.
Sel. Areas Commun., vol. 33, no. 7, pp. 1357-1380,
2015.

[7] C. Jiang, H. Zhang, Y. Ren, Z. Han, K.-C. Chen, and
L. Hanzo, "Machine learning paradigms for next-
generation wireless networks," IEEE Wirel. Commun.,
vol. 24, no. 2, pp. 98-105, 2016.

[8] P. Rani, U. C. Garjola, and H. Abbas, "A Predictive IoT
and Cloud Framework for Smart Healthcare
Monitoring Using Integrated Deep Learning Model,"
NJF Intell. Eng. J., vol. 1, no. 1, pp. 53-65, 2024.

[9] Hayder Jalo and Mohsen Heydarian, "A Hybrid
Technique Based on RF-PCA and ANN for Detecting
DDoS Attacks IoT", IJDS, vol. 1, no. 1, pp. 28-41, Jun.
2024.

[10] M. S. Gharajeh, "Avoidance of the energy hole in
wireless sensor networks using a layered-based routing
tree," Int. J. Syst. Control Commun., vol. 7, no. 2,
pp. 116-131, 2016.

[11] Ayas Talib Mohammad and J. Parchami, "Improving
Diabetic Patients Monitoring System Using (NCA-
CNN) Algorithm based on loT", JT, vol. 6, no. 2,
pp. 9-17, Jun. 2024.

33 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), July 2020225  



[12] Y. Zhang, Y. Zhu, F. Yan, Z. Li, and L. Shen,
"Semidefinite programming based resource allocation
for energy consumption minimization in software
defined wireless sensor networks," in 2016 IEEE 27th
Annual International Symposium on Personal, Indoor,
and Mobile Radio Communications (PIMRC), IEEE,
2016, pp. 1-6, [Online]. Available:
https://ieeexplore.ieee.org/abstract/document/7794902
/. [Accessed: Dec. 28, 2024].

[13] V. M. Raee, D. Naboulsi, and R. Glitho, "Energy
efficient task assignment in virtualized wireless sensor
networks," in 2018 IEEE Symposium on Computers
and Communications (ISCC), IEEE, 2018, pp. 976-
979, [Online]. Available:
https://ieeexplore.ieee.org/abstract/document/8538632
/. [Accessed: Dec. 28, 2024].

[14] S. Hariharan, C. Bisdikian, L. M. Kaplan, and T. Pham,
"Efficient Solutions Framework for Optimal Multitask
Resource Assignments for Data Fusion in Wireless
Sensor Networks," ACM Trans. Sens. Netw., vol. 10,
no. 3, pp. 1-26, Apr. 2014, [Online]. Available:
https://doi.org/10.1145/2594768.

[15] A. T. Zimmerman, J. P. Lynch, and F. T. Ferrese,
"Market-based resource allocation for distributed data
processing in wireless sensor networks," ACM Trans.
Embed. Comput. Syst., vol. 12, no. 3, pp. 1-28, Mar.
2013, [Online]. Available:
https://doi.org/10.1145/2442116.2442134.

[16] W. Guo, Y. Chen, and G. Chen, "Dynamic Task
Scheduling Strategy with Game Theory in Wireless
Sensor Networks," New Math. Nat. Comput., vol. 10,
no. 3, pp. 211-224, Nov. 2014, [Online]. Available:
https://doi.org/10.1142/S1793005714500124.

[17] M. Okhovvat, M. R. Kangavari, and H. Zarrabi, "An
analytical task assignment model in wireless sensor
actor networks," in 2017 IEEE 7th International
Conference on Consumer Electronics-Berlin (ICCE-
Berlin), IEEE, 2017, pp. 195-199, [Online]. Available:
https://ieeexplore.ieee.org/abstract/document/8210626
/. [Accessed: Dec. 28, 2024].

[18] Y. Gao, W. Cheng, H. Zhang, and Z. Li, "Optimal
resource allocation with heterogeneous QoS
provisioning for wireless powered sensor networks," in
GLOBECOM 2017-2017 IEEE Global
Communications Conference, IEEE, 2017, pp. 1-6,
[Online]. Available:
https://ieeexplore.ieee.org/abstract/document/8253949
/. [Accessed: Dec. 28, 2024].

[19] M. Ali, S. Qaisar, M. Naeem, J. J. P. C. Rodrigues, and
F. Qamar, "Resource allocation for licensed and
unlicensed spectrum in 5G heterogeneous networks,"
Trans. Emerg. Telecommun. Technol., vol. 29, no. 10,
p. e3299, Oct. 2018, [Online]. Available: 
https://doi.org/10.1002/ett.3299. 

[20] G. Han, X. Jiang, A. Qian, J. J. P. C. Rodrigues, and
L. Cheng, "A Comparative Study of Routing Protocols
of Heterogeneous Wireless Sensor Networks," Sci.
World J., vol. 2014, pp. 1-11, 2014, [Online].
Available: https://doi.org/10.1155/2014/415415.

[21] G. M. K. Dheepan and K. V. Anusuya, "A Status
Update Agent for Cross Layered Approach to Increase
Energy Efficiency in Wireless Sensor Networks," Sens.
Lett., vol. 13, no. 12, pp. 1097-1105, Dec. 2015,
[Online]. Available:
https://doi.org/10.1166/sl.2015.3639.

[22] P. Rani and M. H. Falaah, "Real-Time Congestion
Control and Load Optimization in Cloud-MANETs
Using Predictive Algorithms," NJF Intell. Eng. J.,
vol. 1, no. 1, pp. 66-76, 2024.

[23] P. Rani and R. Sharma, "Intelligent transportation
system for internet of vehicles based vehicular
networks for smart cities," Comput. Electr. Eng.,
vol. 105, p. 108543, 2023.

[24] M. A. Alsheikh, S. Lin, D. Niyato, and H.-P. Tan,
"Machine learning in wireless sensor networks:
Algorithms, strategies, and applications," IEEE
Commun. Surv. Tutor., vol. 16, no. 4, pp. 1996-2018,
2014.

[25] P. Goyal and E. Ferrara, "Graph embedding techniques,
applications, and performance: A survey," Knowl.-
Based Syst., vol. 151, pp. 78-94, Jul. 2018, [Online].
Available:
https://doi.org/10.1016/j.knosys.2018.03.022.

[26] D. K. Duvenaud et al., "Convolutional networks on
graphs for learning molecular fingerprints," in Adv.
Neural Inf. Process. Syst., vol. 28, 2015, [Online].
Available:
https://proceedings.neurips.cc/paper_files/paper/2015/
hash/f9be311e65d81a9ad8150a60844bb94c-
Abstract.html. [Accessed: Dec. 28, 2024].

[27] M. Zhang and Y. Chen, "Weisfeiler-Lehman Neural
Machine for Link Prediction," in Proceedings of the
23rd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, Halifax NS
Canada: ACM, Aug. 2017, pp. 575-583, [Online].
Available: https://doi.org/10.1145/3097983.3097996.

[28] N. Kumar Agrawal et al., "TFL-IHOA: Three-Layer
Federated Learning-Based Intelligent Hybrid
Optimization Algorithm for Internet of Vehicle," IEEE
Trans. Consum. Electron., vol. 70, no. 3, pp. 5818-
5828, Aug. 2024, [Online]. Available:
https://doi.org/10.1109/TCE.2023.3344129.

[29] S. Mirjalili and A. Lewis, "The Whale Optimization
Algorithm," Adv. Eng. Softw., vol. 95, pp. 51-67, May
2016, [Online]. Available:
https://doi.org/10.1016/j.advengsoft.2016.01.008.

34 

ProceedingsProceedings  of of the the 113th Internationalth International  Conference Conference on Appliedon Applied  Innovations Innovations in ITin IT  (ICAIIT), (ICAIIT), July 2020225  


