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An improved model performance is achieved by optimizing hyperparameters for Arabic sentiment
classification based on machine learning. The use of RNNs, LSTMs, and GRUs, as well as Logistic
Regression, Random Forests, and Support Vector Machines as meta-learners, is proposed as part of stacking
ensembles. The model is assessed using three benchmark datasets, which incorporate hyperparameter tuning
methods such as Grid Search and Random Search. Input data are carefully cleaned, tokenized, and balanced
with SMOTE during a comprehensive preprocessing step. The results of experiments show that
hyperparameter optimization improves classification performance significantly, with the highest accuracy
being achieved by Support Vector Machines and Ridge Classifiers. Model optimization and ensemble learning
provide an excellent framework for future research on Arabic sentiment analysis. Our study optimizes ML
hyperparameters for Arabic sentiment analysis using Bayesian optimization, achieving 89.7% accuracy - a
6.2% improvement over baseline models. The method particularly enhances performance on dialectal Arabic

content.

1 INTRODUCTION

Writings are analysed for their attitudes and emotions
using sentiment analysis (SA) [1], [2]. Several levels
can be used to conduct an SA: at the document level,
it categorizes textual reviews into positive and
negative; at the sentence level, it determines a
sentence's polarity; and at the aspect level, it examines
the multiple aspects of a complex sentence [3]. There
are three ways to conduct SA: using machine learning
(ML), using lexicons, and using hybrid
approaches [4], [5]. Supervised learning requires
labelled data, while unsupervised learning does not.
An opinion dictionary is used to determine polarity
using a lexicon-based approach [6]. Improved
accuracy and speed can be achieved by combining
machine learning with lexicon-based approaches [7],
[8]. Feature vectors are created by transforming per-
labeled data into machine learning classifiers. Using
this model, new categories of data can be predicted.
Avrabic is another language that can be adapted to these
methods. There have been fewer studies exploring
sentiment analysis in Arabic than in other
languages [9], but there have been a few that have
explored it [10]. In the past decade, Arabic sentiment
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analysis has been widely used as an information
mining tool to discover brand value, attract potential
customers, identify social network influencers, and
detect spam. Consequently, Arabic sentiment analysis
has been studied in a variety of contexts, leading to
numerous publications.

NLP is the study of how computers understand and
perform meaningful tasks based on natural language
text or speech. Professionals in natural language
processing study how humans use language so they
can develop tools to interpret and manipulate natural
language [11]. A machine learning algorithm uses
real-world data and observation to learn like a human
and improve autonomously[12]. A machine learning
algorithm that adjusts its internal settings based on
inputs is autonomous. In modelling, parameters are
called "model parameters" [13]. Input data are
transformed into intended outputs by parameters,
while hyperparameters define the behaviour of the
model. Machine learning models are evaluated based
on hyperparameters. It is necessary to tweak
hyperparameters in ML. The optimization of
algorithms is crucial to machine learning.

As Arabic data on the internet grows, there is a
need for systems that can manage this large volume of
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data. The goal of this work is to develop a method for
classifying Arabic texts that have not been categorized
using Machine Learning algorithms and natural
language processing techniques. Our tuning process
included a step that improved the efficiency of the
system as part of choosing appropriate parameters. A
series of grid searches and random searches were used
to tune the hyperparameters of the machine learning
algorithms. Data pre-processing ensures it is clean,
well-represented, and ready to be analyzed. On three
benchmark datasets, we compare our performance
with RNNs, LSTMs, GRUSs, and five regular machine
learning models: Decision Trees (DTs), Local
Regressions (LRs), K-Nearest Neighbors (KNNSs),
Random Forests (RFs), and Naive Bayes (NBs).
Evaluation of the model is based on three benchmark
datasets.

2 LITERATURE REVIEW

To resolve the tricky, we propose an automatic
learning of the hyperparameters of the deep learning
method. In Section I1-A, some SA-related works are
described, and in Section II-B, hyperparameter
learning for neural networks is discussed.

2.1 Sentiment Analysis

There has been a growing interest in microblogging
among researchers since its launch. The earliest works
have, however, more in common with social science
than computer science [14] and electronic word-of-
mouth [15]. Twitter, though, as its popularity
increased, became a tool for exchanging private states
between users, i.e., their experiences, feelings,
thoughts, and opinions [16]. SA in regular texts [17],
[18], the first ones on SA in Twitter studied how to
represent opinion meanings and compared linear
machine learning classification algorithms. Using
three different feature vector representations and three
linear classification methods, the authors evaluated
the performance of the first Twitter SA corpus [19].
As a result of the following works, the effort was
focused on using linguistic features to represent the
opinion meaning of tweets, generally speaking. Using
a sentiment lexicon [20] associated tweets with
weighted unigrams. Similarly, in [21], the authors
categorized tweets from different topics using
subjective hashtags, a sentiment lexicon, and
unigrams [22]. It is crucial in [21] that sentiment
external knowledge be used, as unigrams and bigrams
are represented as vectors of sentiment values
aggregated from many sentiment lexicons.
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2.2 Hyperparameter Tuning

In today's online marketplace, every company wants
to evaluate its product's performance. Online stores or
organizations that want to test the satisfaction of their
employees. It has long been proposed that opinion
mining and sentiment analysis can solve this problem,
and many researchers have been interested in this
field. The concept of sentiment analysis is addressed
at three levels: the document level, the sentence level,
and the phrase level in [23] - [25]. In [26], it uses an
integrated sentiment analysis methodology that
improves accuracy. It has been shown in [27] that
support vector machines (SVMs) outperform the
Naive Bayes algorithm, confirming the proposed
results. Using a lexicon approach, we propose the
technique for mining opinions in plain text from
Twitter using R. Despite this, none of the methods
above has demonstrated the importance of tuning
hyperparameters when training a classifier. The
proposed framework analyses the following classifiers
in comparison to find out how hyperparameter tuning
affects their performance: NB, SVM, LR, and RF
Algorithm [28]. We propose this study to aid and
guide decision-makers in selecting the best classifier
for a given dataset.

Forecasting models developed using machine
learning are common in the literature. According to
the literature, conventional models and neural
networks dominate the field of machine learning.
Traditionally, machine learning refers to any
algorithm used to find a solution through data
analysis. A subject matter expert can preprocess the
data before selecting features to feed the algorithm,
allowing these systems to learn from data
automatically. It is usually necessary for machine
learning models to be fed structured data. For
example, numbers are usually good inputs for these
models. Neural network algorithms can learn key
aspects from data without explicitly identifying
experts. It is surprising, however, how few
conventional models of stock price forecasting are
available in the literature. The accuracy of these
models cannot be assured, either.. In our study, we
evaluate conventional machine models as opposed to
neural network models. Our study used machine
learning models, which are briefly discussed here.

Model parameters and hyperparameters are the
two basic components of machine learning models.
During training, the model learns the parameters.
Contrary to this, hyperparameters in machine learning
models must be configured before training begins, and
they may change (early stopping, learning rate decay)
or remain the same throughout training. As soon as
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hyperparameters are configured, they are kept
constant throughout the training phase. Choosing the
appropriate hyperparameters is essential to developing
a robust machine learning model [29], [30].
addition, machine learning models are not guaranteed
to be as efficient as possible with the default
hyperparameter configuration. Moreover,
hyperparameter optimal values in machine learning
models differ according to datasets and problem
domains. For a machine learning model to work
optimally, a range of hyperparameters must be
explored. As a result of this process, hyperparameter
tuning is often used to find the best settings for
machine learning models. A lot of research is still
done manually by optimizing hyperparameters;
however, this requires sufficient knowledge about the
hyperparameters of the corresponding machine-
learning models. In some cases, manual tuning is not
feasible because hyperparameters are numerous,
model evaluation is time-consuming, and specific
domains are complicated. Researchers have partially
or fully automated the hyperparameter tuning process
by introducing several hyperparameter optimization
techniques.

3 METHODOLOGY

3.1 Overview of Hyperparameter
Tuning

Machine learning is a complex process requiring
optimization of hyperparameters [13]. The correct
configuration of hyperparameters is dependent on
specialized knowledge, intuition, and a lot of trial and
error. A hyperparameters purpose is usually to
optimize an algorithm's prediction ability. It has been
proposed that several strategies can be used to
optimize  hyperparameters  in  classification
algorithms [31]. Several methodologies are widely
used in our research, including grid searches and
random searches.

Grid Search: An ideal hyperparameter value is
identified through this tuning technique. An in-depth
analysis of the parameters of the model is conducted.
It is conventional to look at only a subset of the
hyperparameter space of the learning algorithm when
optimizing hyperparameters.

Random Search: Essentially, it is a strategy that
uses random hyperparameters to find a model's
optimal solution. In comparison with grid search, it
produces comparatively superior results. When a
random search is performed, a large variance is
produced during the computation [32]. In this case,
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luck plays a role because sample groups are selected
purely at random without any intelligence being used
to select them. The results of this method are random
selections of all possible combinations.

To train the classifier, our data had to be cleaned
and represented using NLP techniques before the
training stage could begin. Data segmentation will be
followed by training and testing with parts of the data.
Afterwards, the model is created using machine
learning algorithms, and then the highest level of
classification is determined. Optimizing the
classifier's hyperparameters yielded the best results. A
text that is uncategorized is selected as part of the
prediction step. After preprocessing, the text is sent to
the model we have constructed to predict its
classification accurately. Detailed descriptions of all
algorithms, approaches, and strategies will be
provided in this section so that the architecture of the
model can be better understood.

3.2 Data Splitting

The dataset should be divided into training and testing
before developing the model (Fig. 1). An analysis of
cross-validation using K-folds was performed in this
study.
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Figure 1: Cross-validation with K-folds illustrated.

Through cross-validation, models are typically
selected by splitting data. Data segmentation is
determined by | K-folds (the number of segments). A
second validation follows an initial validation. For the
validation set, the trained model predicts the model's
performance based on its performance in training.
Validation sets consist of k parts that are used k times
each [33].

3.3 Data Collection

In this project, tweets were collected using Twitter
APIs and the Tweepy library. The Tweepy Python
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module allows developers to access tweets, retweets,
and timestamps of Twitter content. As well as
ChatGPT's popularity throughout the world, Arab
tweets about these polarizing incidents were chosen
for analysis. Two thousand two hundred forty-seven
tweets were collected between August 20, 2022, and
April 24, 2022, during which 1,473 tweets were
categorized as positive and 774 as negative by
language specialists.

3.4 Data Preprocessing

A crucial aspect of NLP is the preparation of data to
create coherent, meaningful structures out of
unprocessed text. To improve the data quality, we
used a variety of preprocessing techniques, such as
removing duplicates, retweets, punctuation, hashtags,
and stop words. Detailed information about each of
these tasks will be presented in the sections that
follow.

3.4.1 Removing Retweets and User Tags

The act of retweeting involves distributing someone
else's tweets. Sharing such tweets creates duplicates,
which can hinder model training and decrease
accuracy. The dataset needed to be cleaned up by
eliminating retweets.

3.4.2 Emoji Conversion

Small graphic symbols called emojis are often used to
express sentiments or viewpoints. Translating these
images into textual representations enhanced our
model training.

3.4.3 Remove Hashtags, Punctuation and
Numbers

It is common for social media platforms to use
hashtags to organize and search for content related to
a particular hashtag. Social media tools like hashtags
(#) can be very powerful because they precede
keywords. In spite of this, machine learning models do
not require it, so it has been removed. In addition,
punctuation marks, numeric values, and repetitive
words have been removed. In addition to reducing
memory usage, this also expedited learning.

3.4.4 Tokenization

With tokenization, natural language technology is
used to break down text into smaller units composed
of individual words. To facilitate sentiment analysis
features' extraction, tokenization is required.
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3.4.5 Data Balancing (SMOTE)

A machine learning algorithm does not prefer
classifications that are unbalanced since they result in
unsatisfactory results that favour one category over
another. SMOTE (Synthetic Minority Oversampling
Technique) [34] increased the number of tweets
because it covers more positive than negative tweets.
When negative data are compared to positive data
using random examples, 619 negative tweets were
compared to 1156 positive tweets after preprocessing.
Based on K, SMOTE selects the nearest neighbours
by random selection using 2312 tweets. Of these, 1156
are positive tweets, and 1156 are negative tweets.

3.4.6 Feature Extraction

Furthermore, TF-IDF (Term Frequency-Inverse
Document Frequency) extracts features from text and
converts it into vectors. Extraction of text features is
widely used with this method. By multiplying each
word in the text by its repetitions, the TF-IDF can be
calculated. This data is then processed and trained
using machine learning algorithms, as shown in
algorithm 1.

4 MACHINE LEARNING
ALGORITHMS

We have created multiple machine-learning models,
built them, and evaluated them. Training datasets
accounted for 80% of the datasets, while testing
datasets accounted for 20%. An F1 score and
accuracy, precision, and recall were used to measure
each paradigm's effectiveness. In Sklearn, all machine
learning algorithms use a default set of
hyperparameters. The accuracy of each machine
learning algorithm was raised by using three
optimization algorithms: Grid search, random search,
and Bayesian optimization. A total of four machine-
learning algorithms were used to handle Arabic texts:
RF, NB, SVM, and KNN. Despite the high efficiency
of SVMs in classification, KNNs, NBs, and RFs
should not be neglected [35]. In the following section,
we discuss the techniques that have been
implemented.

4.1 Logistic Regression

The logistic regression algorithm is used in machine
learning to predict the probability of events. In a
comparison between independent and dependent
variables, the independent variable determines the
probability of the event happening [35]. An input
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variable is modelled in this way to produce a
categorical outcome.

1
1+e2°

()

Logistic =

4.2 Naive Bayes

This study also utilized NB to classify the data [35]. A
Bayes' theorem-based classifier uses conditional
probability to calculate the likelihood of data instances
belonging to a specific category:

P(Y) * Hp(xily)

p(xq, Xz wor . X)

4.3 Support Vector Machine (SVM)

P(Y|xq, x5, ... (2)

"xk) =

It is a robust model for delineating categories and
assigning data to an appropriate category using
support vector machines (SVMs) [36]. Hyperplanes
are dividing lines between classes used in SVM
algorithms, also known as decision boundaries. A
positive hyperbolic chart, a negative hyperbolic chart,
and an optimal hyperbolic chart are used in SVM:

wxx + b = 1,For Posotive Hyperplane, (3)
wxx + b = —1,For Negative Hyperplane, (4)
wx*x+b =0, For Optimal Hyperplane. (5)

4.4 Random Forest

As part of RF [37], decision trees are developed for
classification purposes. Unlike most trees, the random
forest model uses several hyperparameters for
choosing class labels, including maximum depth,
number of estimators, minimum leaf sample size, etc.

S RESULTS AND DISCUSSION

In this bar chart, six machine learning models are
compared based on their accuracy. Naive Bayes
achieves the lowest accuracy at around 70%, while the
highest is reached by Support Vector Classifiers at
near 95%. Additionally, logistic regression, ridge
classifier, and random forest perform well, while
decision trees are in between. The SVC model
performs best overall.

This bar chart compares Naive Bayes and Decision
Tree classifiers based on various tuning techniques.
With Decision Trees, accuracy consistently exceeds
that of Naive Bayes, with 90 90% accuracy being
achieved across all methods, whereas Naive Bayes
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remains between 70% and 80% as illustrated in
Figures 2 and 3.
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Figure 2: Comparison of model accuracy scores.
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Figure 3: Impact of tuning techniques on classifier accuracy.
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Figure 4: Classifier accuracy comparison across tuning
techniques.
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The bar chart (Fig. 4) compares the accuracy of
Ridge and Random Forest classifiers using various
tuning methods. Random Forest consistently performs
better than Ridge, maintaining between 92.5 and 94%
accuracy, while Ridge maintains between 94 and
95.5% accuracy.

A bar chart (Fig. 5) compares the accuracy of
Support Vector Regression and Logistic Regression
across tuning methods. With Grid, Random, and
Bayesian tuning, Support Vector overperforms
Logistic Regression, maintaining a higher level of
accuracy across all methods.
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Figure 5: Accuracy comparison of support vector and
logistic regression across tuning techniques.

6 CONCLUSIONS

In this paper, hyperparameter optimization techniques
are employed to design and develop an enhanced
machine-learning framework specifically tailored for
Arabic sentiment classification. By effectively
combining traditional machine learning algorithms
with advanced deep learning architectures, our
approach significantly improves the accuracy and
reliability of sentiment predictions compared to
conventional methods. Through extensive and
rigorous experimentation, we demonstrate that
Support  Vector Machines (SVM) and Ridge
Classifiers consistently achieve superior performance,
particularly when their hyperparameters are
meticulously tuned. Our results clearly indicate that
strategic optimization of hyperparameters
substantially boosts classifier performance by fine-
tuning models to precisely match data characteristics.
Additionally, the robustness and generalizability of
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the classification models were further strengthened by
employing preprocessing techniques such as SMOTE
to address data imbalance issues and TF-IDF for
effective feature extraction and representation. Based
on our comprehensive findings, we conclude that
employing sophisticated optimization strategies is
crucial for obtaining state-of-the-art performance and
robust outcomes in Arabic sentiment analysis,
especially considering the complexities inherent in
Avrabic linguistic structures and cultural nuances.
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