
DensNet121 and Improved Hippopotamus Optimization Algorithm to 

Diagnosis Thyroid Nodules 

   Anwar Kadhem, Osama Majeed and Alaa Taima 
College of Computer Science and Information Technology, Department of Computer Science, University of Al-Qadisiyah, 

58001 Al-Diwaniyah, Iraq 

cm.post23.1@qu.edu.iq, osama.m@qu.edu.iq, alaa.taima@qu.edu.iq

Keywords: Densnet121, Thyroid Nodules, Hippopotamus, Benign, Malignant, Artificial Intelligence. 

Abstract: The diagnosis of thyroid nodules remains a challenge due to the limitations of conventional imaging 

techniques. This paper aims to improve the accuracy and efficiency of thyroid nodule diagnosis. The proposed 

densnet121-IHOA model is a good solution to the diagnostic accuracy problem. The proposed model consists 

of a densely connected network to extract features from ultrasound images. Several layers are added to 

perform the diagnosis process based on the features extracted by Densnet121. The optimal hyper -parameters 

for learning rate, batch size, dropout ratio, and number of neurons were found using an optimization 

algorithm. The improved hippopotamus algorithm (IHOA) is efficient in finding hyper-parameters. The 

IHOA algorithm is robust in exploring and exploiting solutions to find optimal values, and it does not require 

a large number of iterations. The dataset used in this paper is AUITD. The number of images used in the paper 

was 2,121, divided into 1,697 training images and 424 test images. The proposed model achieved an accuracy 

of 97.7%, precision of 96.3%, recall of 98%, and F1 score of 97.4%. 

1 INTRODUCTION

The thyroid gland is one of the most important 

endocrine glands in humans [1]. Thyroid diseases 

have become common, as it is considered the second 

most common disease in the world [2]. Studies have 

confirmed an increase in the incidence of this disease 

[3],[4]. In a study conducted in Iraq at the Hussein 

Cancer center  thyroid nodules ranked tenth with a rate 

of 2.7% of the incidence rate [5]. From this 

standpoint, early diagnosis is of utmost importance to 

control the development of the disease and treat it in 

its early stages and avoid the need for surgical 

removal of the gland [6]. Among the most important 

known methods used to diagnose nodules is 

ultrasound imaging. It is inexpensive and, most 

importantly, does not cause harm to the patient [7], 

[8], [9]. Ultrasound images are usually used to 

diagnose thyroid nodules by experts, and these 

traditional methods require a lot of effort and time, 

and sometimes the diagnosis may be inaccurate [10]. 

Recently, machine learning and deep learning have 

been widely used to help detect and diagnose thyroid 

nodules [11], [12]. Convolutional neural networks, 

especially pre-trained networks, are the leaders in this 

field, but they require tuning of hyper-parameters to 

achieve the desired result [13],[14]. To solve the 

problem of tuning hyper-parameters for transfer 

learning networks, optimization algorithms were used 

to perform this task and facilitate the work.  

2 RELATED WORKS

In [15], Alghanimi et al. presented a new model 

ResNet50-pca based on feature selection technique 

using principal component analysis (PCA) and 

ResNet50. In order to reduce the dimensions of the 

dataset and maintain the highest degree of variance 

between classes in order to improve the classification 

process. The dataset used in this study is publicly 

available in (kaggle) under the name AUITD. 800 

images were taken from it to conduct this study, 400 

images for each class . 

Kuma et al. proposed in [16] to classify thyroid 

nodules, which is mainly based on the (Resent50) 

model, which is one of the models trained on 

(ImageNet) data from the transfer learning model 

group. The dataset used to train the model consists of 

1600 ultrasound images taken from a hospital in 

Algeria. The accuracy achieved by the model 
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reached 96.2% compared to the model called 

(AlexNat) which achieved 83.59%. 

Alghanimi et al. proposed a diagnostic model in 

[17] using feature extraction techniques by (CNN)

and transfer learning network (Resnet50) to classify

thyroid nodules. The data used in this study were

taken from AUITD which consists of 800 ultrasound

images, 400 for benign category and 400 for

malignant category. The CNN model achieved an

accuracy of 91.25% while Resnet50 achieved an

accuracy of 89.37%.

In [18] Wang et al. presented a different approach 

to diagnosing nodules using ultrasound. They 

proposed a new method for diagnosing thyroid 

cancer, using deep learning. The model was designed 

as a network that integrates the features extracted 

from the input ultrasound images and merges them 

into a single scan by using different views to improve 

the pattern recognition efficiency. The data used in 

this study was very large, which increased the 

reliability of the model's performance. The accuracy 

achieved in this study was 87.32%. 

In [19] Nguyen et al. presented a multi-CNN 

model to solve the data imbalance problem 

fundamentally. Because multi-CNN analyzes images 

and extracts deeper features compared to a single 

CNN model. The dataset adopted in this study is 

TDID imbalanced. The achieved accuracy was 

92.05%. 

In [20] Pal et al. presented a study on designing a 

model for early detection of thyroid disease. The 

proposed model was built based on a database from 

the CUI repository and machine learning techniques. 

Three machine learning models were used in this 

study, namely (KNN, DT, MPL) nearest neighbors, 

decision tree and multilayer perceptron to predict the 

disease. The best performance was MPL, which 

achieved an accuracy of 95.73%. 

In [21] Zhang et al. presented a diagnostic model 

for multi-class thyroid disease diagnosis. The model 

architecture consists of a novel multi-channel 

convolutional neural network. This proposed 

architecture integrates the extracted feature maps, 

which leads to an increase in diagnosis accuracy 

compared to the traditional CNN. The data used are 

CT images from GitHub. The achieved accuracy of 

the model was 90.9%. 

In [22] Pavithra et al. presented a study on the 

diagnosis of thyroid tumors based on deep learning 

and ultrasound image data. The residual network 

(ResNet), which is one of the deep neural networks, 

was used. This study aimed to classify nodules into 

six groups according to the TI-RADS classification. 

The model achieved an accuracy of 83%. 

 In [23] Jopate et al. proposed a technique for 

selecting optimal and distinctive features using the 

AEHOA algorithm, an elephant herd optimization 

algorithm, and also eliminating the limitations related 

to overlearning. Due to the imbalance of the data, the 

SMOTE technique was used to balance the data. The 

features obtained by the elephant optimization 

algorithm were fed into a CNN network for prediction 

and classification of the data. The data were 

downloaded from the UCI ML repository and also 

modified to increase the classification accuracy. This 

method achieved an accuracy of 88.2%. 

 In [24] Kumar et al. proposed an advanced model 

based on differential evolution (DE) with butterfly 

optimization (BOA) and fuzzy c-means algorithm to 

improve the classification of thyroid disorder. The 

proposed model (DEBOA-FCM) was evaluated by 

several metrics, and the accuracy achieved by the 

model was 94.3%. It is worth mentioning that the data 

was well processed and modified to achieve high 

accuracy. 

In [25] Ma et al. presented an effective diagnostic 

model by developing a convolutional neural network 

and a nature-derived optimization algorithm. The 

DensNet architecture was modified to build the model 

and the flower pollination algorithm was used to 

adjust the learning rate. The data used in this study 

were (SPECT image) consisting of three classes and 

were divided into training and testing data. The 

results achieved by the model were excellent 

compared to previous studies on the same database. 

In [26] Sharma et al. presented new techniques for 

extracting thyroid features from medical images. The 

feature extraction was based on image transformer 

and Deit techniques. Six different techniques were 

used to reduce the dimensionality of the data in order 

to avoid oversampling and prevent overlearning. The 

FOX optimization algorithm was used to select the 

best features for the data. Two different types of 

databases were used, and the accuracy achieved was 

high. 

In this research [27] Hemapriya et al. presented a 

model for diagnosing thyroid nodules. Initially, the 

pre-processing of the data was based on isolated 

forest with data normalization to detect outliers and 

eliminate noise. The feature extraction process is 

done by AlexNet improved by (CSA) algorithm to 

distinguish the most accurate patterns. Then (AGTO) 

was used with hybrid feature selection under the 

name (HAGTEO) to identify the important features, 

which leads to reducing the dimensions. Then, the 

data classification process is done by using GRU 

based on the extracted features. This method achieved 

an accuracy of 98% 
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3 METHODOLOGY 

In this section, the dataset, preprocessing, and model 

architecture will be defined (Figure 1 shows the 

model architecture for thyroid nodules diagnosis). 

The proposed model is an effective method for 

diagnosis thyroid nodules. The proposed model 

(Densnet121-IHOA), consists of a densely connected 

convolutional network with 121 layers (DensNet121) 

and is one of the transfer learning techniques in 

addition to using the improved hippopotamus  

optimization algorithm (IHOA) to adjust the hyper-

parameters. 

Figure 1 : The proposed model. 

3.1 Dataset 

In this paper, we relied on the (AUITD) dataset from 

a hospital in Algeria. This data consists of ultrasound 

images of thyroid nodules. The dataset contains three 

categories, the benign category contains 1472 images, 

the malignant category contains 1895 images, and the 

normal or non-affected category contains 171 images. 

The dataset is divided into two files, training data and 

test data. The total number of available data that was 

downloaded is 2121 images, benign and malignant 

categories  [28] . Figure 2 shows a sample of images of 

thyroid nodules in the two categories of malignant , 

benign. 

Figure 2: The sample malignant , benign. 

3.2  Preprocessing 

The data used in this paper have been processed to 

achieve real results. The processing process consisted 

of several stages . 

1) At first, a specific cropping technique was

applied to the image frame to get rid of only the

dark frame and some details such as texts related

to dimensions and device type, etc., if they

remain, the model may consider them as a

feature and learn them.

2) De-noise by applying the median filter. This

filter is considered the best for De-noise while

preserving the borders and shapes within the

image .

3) At this stage, the images were resized using the

scaling technique to dimensions 128x128 so that

all images would be of equal dimensions and

also to achieve compatibility between the model

and the data.

4) At this final stage, the images were normalized

to match the data with the model inputs.

3.3 Proposed Model 

The proposed paper aims to achieve the highest 

accuracy in diagnosing thyroid nodules. The transfer 

learning technique (DensNet121) was primarily used 

to extract features, and custom layers were added to 

perform the diagnosis process. Meta-heuristic 

algorithms were used to fine-tune the hyper -

parameters of the proposed model. The hyper -

parameters that were optimized include the learning 

rate, batch size, number of neurons, and dropout rate. 

The Improved hippopotamus Algorithm (IHOA), an 

improved version of the original hippopotamus 

algorithm was used. A comprehensive overview of 

the hippopotamus algorithm and the improvements 

made to it to increase its effectiveness with the 

proposed model is presented. 
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3.3.1 Densnet 

In this paper, densnet121 was used. It which consists 

of four blocks in the following order (6,12,24,16). 

Pre-trained networks or so-called learning transfer 

techniques have solved many issues related to 

medical image classification [29]. One of the most 

powerful learning transfer techniques in medical 

image classification is densely connected 

convolutional neural networks (DensNet) . This 

technique addressed one of the most important issues 

related to increasing the depth of the network, which 

is the issue of gradient or feature disappearance. In a 

DensNet network, each layer is connected to all the 

layers that precede it, and this is where its strength 

lies, as features do not disappear or are dropped, but 

are passed on to the next layer [30]. Figure 3 shows 

the structure of a DensNet121 and how its layers are 

connected to each other.  

3.3.2 Hippopotamus Optimization 
Algorithm 

The hippopotamus algorithm was proposed in 2024 

by Amiri. This algorithm relies on the unique 

behaviors of hippopotamuses to find solutions to 

optimization problems. The unique behaviors of 

hippopotamuses, such as their constant changing of 

positions in rivers and ponds, their defense against 

predators, and the process of escaping from predator 

attacks, are considered. These three behaviors were 

converted into mathematical equations by the 

algorithm's proposer   [31] . 

HO population initialization phase Generating 

random initial solutions. A random initial solution 

vector is generated based on the following (1): 

  𝑥𝑖: 𝑥𝑖𝑗 = 𝑙𝑏𝑗 + 𝑟. (𝑢𝑏𝑗 − 𝑙𝑏𝑗)          (1) 

 𝑖 = 1,2, … , 𝑁, 𝑗 = 1,2, … ,𝑚     . 

Where 𝑋𝑖  represents the positions, 𝑙𝑏  and 𝑢𝑏 

represents lower and upper bounds, 𝑟  random 

number, 𝑗𝑡ℎ  decision variable , 𝑁  denotes the 

population size, 𝑀 represents the number of decision 

variables. 

Stage 1. Hippopotamuses change their locations 

in water bodies and rivers (exploration). 

hippopotamus groups consist of adult males, adult 

female hippopotamus and young hippopotamus. The 

group has a leader called the dominant male who is 

determined based on the value of the objective 

function. One of the behaviors of hippopotamus is 

that they are close to each other. The dominant hippos 

protect the herd and the area of the group. Many 

females are placed around the male hippopotamus. 

When the male hippopotamus reach maturity, they 

are expelled by the leader of the herd (the dominant). 

The males that have been expelled from the herd 

either attract females or enter into dominance 

competitions with the dominant hippopotamus in the 

herd to prove their dominance. The mathematical 

representation of this stage is done through (3)

𝑥𝑖
𝑀ℎ𝑖𝑝𝑝𝑜

: 𝑥𝑖𝑗
𝑀ℎ𝑖𝑝𝑝𝑜

= 𝑥𝑖𝑗 + 𝑦1. (𝐷ℎ𝑖𝑝𝑝𝑜 − 𝐼1𝑥𝑖𝑗
).   (3)

𝑋𝑖
𝑴ℎ𝑖𝑝𝑝𝑜

 represents male hippopotamus sites.

𝐷ℎ𝑖𝑝𝑝𝑜 represents the dominant hippopotamus . 

Figure 3: Structure of a DensNet121. 
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. 

𝐼1,𝐼2 is an integer between 1 and 2, 𝑟1,2,3,4 is random

vector in range 0 and 1 , r5 random number  

, integer random number 0 or 1 

𝑇 = 𝑒𝑥𝑝 (−
𝑡

𝑇
).              (5) 

xi
𝐅𝐁hippo

: xij
𝐅𝐁hippo

= 

= {
Xij + h1. (Dhippo − I2MGi)T > 0.6

.

 else

.      (6)

Where in (6) - X1
𝐅𝐁hippo

represents the position of a 

female hippopotamus or an immature hippopotamus.  

= {
𝑥𝑖𝑗 + ℎ2. (𝑀𝐺𝑖 − 𝐷ℎ𝑖𝑝𝑝𝑜)𝑟6 > 0.5

𝑙𝑏 + 𝑟7. (𝑢𝑏𝑖 − 𝑙𝑏𝑗)   𝑒𝑙𝑠𝑒
. (7) 

 𝑥𝑖 = {
𝑥𝑖

𝑀ℎ𝑖𝑝𝑝𝑜
𝐹𝑖

𝑀ℎ𝑖𝑝𝑝𝑜
< 𝐹𝑖

𝑥𝑖  𝑒𝑙𝑠𝑒 
 .          (8) 

 𝑥𝑖 = {
𝑥𝑖

𝑭𝑩𝑖𝑝𝑝𝑜
𝐹𝑖

𝑭𝑩𝑖𝑝𝑝𝑜
< 𝐹𝑖

𝑥𝑖  𝑒𝑙𝑠𝑒 
.      (9) 

Stage 2. In this stage, the process of defense 

against predators (exploration) takes place. One of the 

most important reasons for hippos to live in groups is 

for their safety. The presence of hippopotamus in 

groups is a reason to prevent predators from attacking 

them or approaching their geographical area. 

however, immature hippopotamus may tend to 

separate from the herd and thus become easy targets 

for predators. Also, sick or old hippopotamus may 

meet their fate at the hands of predators. In this case, 

the hippopotamus is switched to defense mode by 

heading towards the predator, opening its large jaws, 

making sounds to scare the predator, and sometimes 

approaching the predator to encourage it to move 

away. In (10), the predator is placed in the search 

space. 

𝑃𝑟𝑒𝑑𝑎𝑡𝑜𝑟: 𝑃𝑟𝑒𝑑𝑎𝑡𝑜𝑟𝑗 = 𝑙𝑏𝑗 + 𝑟8⃗⃗⃗  . (𝑢𝑏𝑗 − 𝑙𝑏𝑗),  (10) 

 𝑗 = 1, . . , 𝑚. 

    𝐷⃗⃗ = |𝑃𝑟𝑒𝑑𝑎𝑡𝑜𝑟𝑗 − 𝑥𝑖𝑗|. (11)         

where D is the distance between the hippopotamus 

and the prey. 

When the predator approaches the hippopotamus, 

the latter adopts a defensive behavior based on 

Fpredatorto protect itself from the predator's attack. If

Fi is greater than Fpredator, this means that the

predator is close to the hippopotamus' territory. In this 

case, the hippopotamus moves towards the predator 

to make it move away from the borders of the 

territory. If Fi is less than Fpredator, this means that

the predator is within the hippopotamus' territory and 

is very close to it. In this case, the hippopotamus 

moves towards the predator to scare it away, but its 

movement is limited because intruder is very close to 

the hippopotamus (12). 

Where in (12) -  xi
HippoR

 is the position of the

hippopotamus facing the predator. 𝑅𝐿 is a random 

vector generated by the Lévy algorithm distribution 

used for sudden changes in predator positions during 

an attack. This process is done by (13).  Where in (13) 

- 𝑣 ,𝑤 is random number.

. 

. 

If it is hunted by a predator, it replaces the position 

of one of the herd members, otherwise it will return 

to its previous position. 

(12) 

(4) 

(13) 

(14) 

(15)
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(17) 

Stage 3. Escape (Exploitation). A hippopotamus 

behavior occurs when it encounters a predator that it 

is unable to confront defensively. The hippopotamus 

flees to a pond near its current location. New 

locations (ponds) are generated randomly using (17). 

This behavior protects the hippopotamus from 

predation (predators avoid entering the water). If the 

new location is more favorable than the current 

location (based on the cost function), the 

hippopotamuses location is updated using (19 (. 

Where  lb, ub It indicates lower and upper bounds 

t  current iteration.  

Where Xi,j
HippoE

 New site. 

Where 𝑠 random numbers . 

𝐹 represent of the cost function. 

3.3.3 Improved Hippopotamus Optimization 
Algorithm 

The Improved process was done on the third stage of 

the hippopotamus algorithm. The Improved were 

made to the algorithm to improve the exploitation of 

the solutions discovered so far from the first and 

second stages instead of discovering new solutions. 

The process of improving the discovered solutions 

depends entirely on the best solution discovered so 

far. This technique has been applied in many 

optimization algorithms such as the PSO 

algorithm[32]. To gradually reduce randomness and 

increase the exploitation power in the final stages, the 

exponential decay technique was relied upon. 

Equations (16) and (17) in the Hippopotamus 

algorithm were replaced with the following new (20) 

and (21). 

 𝐸(𝑡) = 𝑒− 
𝑡

𝑇.               (20) 

  t current iteration and T max iteration 

𝑥𝑖,𝑗
𝐻𝑖𝑝𝑝𝑜

= 𝑥𝑖,𝑗 + 𝐸(𝑡)(𝑥𝑖,𝑗
𝑏𝑒𝑠𝑡 − 𝑥𝑖,𝑗) + 𝐷.   (21) 

where  D = (rendom number)(0.01) 

Added a small noise  𝐷 to improve local 

exploitation and avoid falling into local solutions.  

Figure 4: The performance proposed model. 

  .   (16) 

.      (18) 

.         (19)
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4 EXPERIMENTAL RESULTS 

In this section will show the results obtained from 

training the DensNet121-IHOA model on the AUITD 

dataset. The model code was written using python 

3.11.0 with pycharm environment. The model was 

run on an HP laptop with Ryzen 7 processor, G32 

RAM and Vega 4G graphics processor. 

The AUITD dataset contains two classes, 

malignant and benign. The dataset is divided into 

0.07% training, 0.01% validation and 0.02% testing 

to train and test the proposed model. Table 1 shows 

the training results before and after improved 

optimization algorithm. Figure 4 shows the accuracy 

curve and loss curve of the proposed model. 

The training results in Table 1: showed the 

performance of the DensNet121-IHOA model, which 

achieved an accuracy of 97.7% compared to the 

Densnet121-HOA model before the hippopotamus 

Improved algorithm, where the achieved accuracy 

was 97.02%. 

As for training the Densnet121 model without 

using the optimization algorithm (HOA) and (I-

HOA), it achieved an accuracy of 96%, and this 

performance is low compared to the Densnet121-

IHOA model. The reason for the low accuracy of 

DensNet121 is the collapse of the hyper-parameters 

tuning accurately. 

The training results confirmed that incorporating 

optimization algorithms significantly enhances the 

model's accuracy, in addition to fine-tuning the 

model's hyper -parameters. As for the results obtained 

from the DensNet121-IHOA model, the accuracy 

increased by 0.069% compared to the Densnet121-

HOA model. 

Table 1: the training results. 

model Performance 

Acc Prec Rec F1 

Densnet121-

HOA 

97.1% 97.3% 94.6 96.03 

Densnet121-

IHOA 

97.7 % 96.3 98.7 97.4 

Comparison of the proposed model with other 

techniques based on the results. The proposed model 

achieved high accuracy with low loss ratio. The 

Densnet technique used for feature extraction was 

robust compared to other techniques. The Dense 

connections between the layers of the Densnet 

network ensured smooth flow of information and no 

feature loss across layers. Table 2 shows the results 

of the comparison with other techniques.  

Table 2: Comparison of the proposed model with other 

techniques.

Authors AUITD

Dataset 

Accuracy 

[15] Alghanimi et al. 800 images 89.54% 
[16] Kuma et al. 1600 images 96.20% 

[17] Alghanimi et al. 800 images 91.25% 
Proposed model 2121 images 97.7% 

Figure 5 shows the confusion matrix for the test 

data. The reason for some misdiagnosis of images is 

due to the use of the sigmoid function to perform the 

classification process.   

Figure 5: The confusion matrix of proposed model. 

5 CONCLUSIONS 

This paper presented a high-accuracy diagnostic 
model for thyroid nodules. Transfer learning was 
used in this paper to solve the problem of data 
unavailability. To address the problem of adjusting 
hyperparameters in transfer learning models, the (I-
HOA) algorithm was used for tuning. Diagnosis by 
computer models has a great impact on the early 
recognition of diseases. Computer models provide 
immediate solutions and help in making early 
decisions to detect diseases and reduce their impact 
and spread in society. Expected future work includes 
collecting more data from specialized medical centers 
to improve the performance of the model. We hope to 
use the model in hospitals and centers specialized in 
detecting and treating tumors, as well as cooperate 
with specialists to develop the model to be more 
reliable in decision-making. The number of images 
used in the paper was 2,121, divided into 1,697 
training images and 424 test images. The proposed 
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model achieved an accuracy of 97.7%, precision of 
96.3%, recall of 98%, and F1 score of 97.4%. 
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