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Abstract: Highly variable gene (HVG) identification plays a critical role in unravelling gene expression patterns and 
understanding cellular heterogeneity in single-cell RNA-sequencing (scRNA-seq) data. A plethora of 
software packages have been developed for this purpose; however, their comparative performance is yet to 
be explored. This study addresses this gap by independently evaluating 22 methods from 9 different packages 
to provide a comprehensive assessment of the HVG identification methods. For such purpose it was deemed 
necessary to employ a set of common metrics, namely overlap with highly and lowly expressed genes, 
runtime, and clustering indices (e.g., Calinski-Harabasz, Davies-Bouldin, and ROGUE). The results reveal 
substantial disparities not only between different methods but also in the performance of a single method 
across diverse datasets. That is to say, the dimensionality of the provided data, spike-ins, and background 
noise are some of the key factors influencing the results. These variations underscore the significant impact 
of dataset characteristics on analysis outcomes. Therefore, consistent consideration of data nature is 
imperative. The study emphasises the urgent need for a standardised, data-driven assessment framework to 
ensure reliable and effective scRNA-seq analyses. This work serves as a valuable resource for both scRNA-
seq software developers and experimental researchers seeking optimal methods for their investigations.

1 INTRODUCTION 

In the era of data-driven medical research, the ways 
in which biological systems are screened and 
evaluated have been redefined. Thus, the challenges 
implied by complexity, heterogeneity, and 
multidimensionality of data necessitate innovative 
computational approaches successfully to collect, 
preprocess [1] and analyse [2, 3, 4, 5] the records.  

Therefore, multiomics techniques have been 
developed as a pivotal tool in addressing 
contemporary biomedical tasks and challenges. 
Among the groundbreaking technologies in this 
domain, single-cell RNA sequencing (scRNA-seq) is 

of particular standing, as it characterises gene 
expression patterns at a single-cell resolution [6]. The 
identification of highly variable genes (HVGs) is 
crucial within the abovementioned process for 
profiling cell subtypes, performing dimensionality 
reduction techniques and unveiling cellular 
heterogeneity. 

A number of methods have recently been put 
forward to deal with such identification in the 
scRNA-seq, with many of them being able to extract 
valuable insights from the data despite the challenges 
posed. Concurrently, only a minimal number of 
independent evaluations have been conducted to 
underline the most optimal methods of identifying 
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HVGs [7]. Furthermore, there is a lack of 
documentation regarding which methods are the most 
suitable for specific types and dimensions of data. 
Such thorough assessment is vital, given the methods 
perform ambivalently across diverse datasets, both 
real-world and synthetically generated [8, 9, 10].  

Hence, the purpose of the present study is to 
establish an efficient and dependable evaluation of 
existing tools for HVG identification. The 
groundwork herein provided consists of 5 diverse 
scRNA-seq datasets being assessed by commonly 
used methods to distinguish those with the best 
performance. The study serves as the foundational 
element in crafting a comprehensive algorithm for the 
real-time assessment of the methods utilised in the 
identification of HVGs on the specific dataset 
required for the exact research. Thence, the 
researchers will be able to make well-informed 
decisions on the methods most suitable for their 
specific objectives, improving accuracy and 
reliability in scRNA-seq data analysis. 

2 MATERIALS AND METHODS 

2.1 Data Acquisition and Preprocessing 

For the purposes of the present study, publicly 
available scRNA-seq datasets were collected in such 
a way that they differ in terms of dimensionality, cell 
and gene types, ensuring a comprehensive evaluation. 

Prior to the analysis, data preprocessing pipeline 
was implemented to provide quality and 
comparability of the scRNA-seq data across all the 
assessed tools. Consistent preprocessing steps were 
followed for all datasets. 

Cells and genes devoid of information regarding 
expression patterns were excluded from subsequent 
analyses. Outlier batches were removed only where 
they significantly impacted detection thresholds. In 
the datasets with droplet-based sequencing, multiplet 
droplets and cells with low unique molecular 
identifier (UMI) counts were omitted (UMI count < 
100, false discovery rate threshold 0.001), except 
when UMI counts had no impact on barcode ranks. 
Log-normalised counts matrix, size-normalised 
counts and raw counts normalisation methods were 
utilised based on the data characteristics within each 
dataset. Outliers were identified by expression, spike-
ins, and mitochondrial gene percentage. 

2.2 Selection of HVG Identification 
Tools 

22 methods computed using 9 common packages 
were chosen for the evaluation. The choice was based 
on their widespread adoption in the scRNA-seq 
community, ability to handle large-scale datasets, and 
capacity to accommodate different data distributions 
and experimental conditions. Furthermore, the 
obtained set consisted of both well-studied and not 
yet assessed packages, so that the comparison could 
be possible. Most chosen packages were R-based, 
considering the popularity of this language within 
biological data science, however Python-written 
Scanpy was included to cater to the preferences of 
different researchers and provide a comprehensive 
evaluation. The methods can be categorised into two 
groups: 
 Variance-based: This group employs metrics

related to variance. It selects genes with higher
variability under diverse adjustments,
assuming their relevance to the dataset's
structure. Included methods are
M3Drop_Brennecke, Seurat_vst, Seurat_disp,
scVEGs, SIEVE_Seurat_vst, SIEVE_Seu-
rat_disp, scLVM_counts, scLVM_log,
scLVM_logvar, M3Drop_Brennecke_ERCCs,
scLVM_logvar_ERCCs, scLVM_counts_
ERCCs, (R-based) and scanpy_seurat,
scanpy_cell_ranger (Python-based).

 Distribution-based relies on the dropout rate
(prevalence of zeros) or assumption that count
data follows a certain distribution. Methods in
this category include M3Drop, M3Drop_Basic,
ROGUE, ROGUE_n, Seurat_sct, SCHS,
scmap, SIEVE_ROGUE, SIEVE_M3Drop
(R-based) and scanpy_Pearson (Python-based).

2.3 Assessment Procedure 

The process of evaluation involved a systematic test 
of each tool on the chosen scRNA-seq datasets. To 
ensure unbiased comparisons, the tools were applied 
with default parameter settings, and each tool was run 
on the same computing infrastructure. 

2.3.1 Variance-Mean Dependence 

Heteroscedasticity, a common issue in single-cell 
RNA-seq data, can introduce unwanted variability in 
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the analysis. Therefore, to measure the potential 
influence of expression mean on the identification of 
HVGs, we quantified the ratio of HVGs that 
coincided with the top highly and lowly expressing 
genes, as well as showed Pearson's correlation 
between the mean expression values and variance. 

2.3.2 Clustering Validation Metrics 

It is crucial to ensure that selected HVGs follow some 
distinct expression patterns and are associated with 
specific clusters of genes. Therefore, several widely 
used clustering validation metrics were utilised for 
assessing the performance of the HVG identification 
methods. 

The Calinski-Harabasz (CH) index assesses the 
compactness and separation between clusters, 
yielding higher values for better-defined ones. It is 
calculated by taking the ratio of the between-cluster 
dispersion to the within-cluster dispersion, where 
dispersion refers to the sum of squared distances 
between data points and their cluster centroids. 
Higher CH index values indicate better-defined and 
more compact clusters.  

The Adjusted Rand Index (ARI) compares the 
similarity between different partitions of data 
obtained from the same clustering method, 
accounting for chance agreements; higher ARI values 
indicate better internal consistency and separation of 
clusters.  

The Davies-Bouldin (DB) index measures the 
average similarity between each cluster and its most 
similar cluster, aiming for a lower value to indicate 
better-defined parameters.  

The ROGUE metric [11] is tailored for scRNA-
seq data and utilises an entropy-based method to 
quantify the purity of cell clusters. Average 
Silhouette Width quantifies cohesion and separation 
of data points within clusters, with higher values 
indicating well-clustered data. 

Additionally, we incorporated the Purity of t-SNE 
k-means Clustering, that is a useful technique utilised
for assessing the quality of generated clusters. For
such purpose, t-distributed stochastic neighbour
embedding with following k-means clustering was
performed on the obtained data. Either pre-existing
labels or external references were used for assigning
the cell subtypes and the cluster subtype was deemed
as the most common cell subtype in the cluster. Purity 
was calculated as the ratio of cells assigned to correct
cluster, the calculation was repeated 3 times and the
average was taken into the further analyses.

3 RESULTS AND DISCUSSION 

The assessment was performed on 5 publicly 
available scRNA-seq datasets, carefully chosen to 
represent different types of biological data. Human 
datasets, such as Mair [12] (peripheral blood 
mononuclear cells) and Campbell [13] (brain), and 
mouse datasets, including Richard [14] (T cells) and 
Buettner [15] (embryonic stem cells), were obtained 
using the scRNA-seq R package [16] . The HIV [17] 
dataset (human HIV and CMV-specific CD8+ T-
cells) was sourced from the Single Cell Portal 
database [18]. Data was thoroughly pre-processed, 
and all missing values and outliers were excluded 
from the analyses (Table 1). 

Table 1: Dimensionality of datasets before and after the 
Quality Control (QC). 

Name of 
dataset 

Genes 
(Before 

QC) 

Genes 
(After 
QC) 

Cells 
(Before 

QC) 

Cells 
(After 
QC) 

Buettner 38293 11318 288 87 
Mair 499 471 29033 6540 
HIV 12122 12122 1559 1073 

Richard 46603 28402 46603 528 
Campbell 26774 26383 21086 17172 

3.1 Heteroscedasticity and Variance-Mean 
Dependence 

As proven by a number of papers, a strong correlation 
(e.g., 0.951, p < 0.001 in Mair dataset) exists between 
mean expression values and variance (Figure 1) 
causing the heteroscedasticity. Therefore, variance 
cannot be used as a direct indicator of HVGs and 
mean–variance relationships should be given 
attention during analyses. 

Figure 1: Correlation between the mean expression and 
variance in the scRNA-seq data assessed on the Mair 
dataset. 

Proceedings of the 11th International Conference on Applied Innovations in IT, (ICAIIT), November 2023 

61 



Figure 2: Evaluation of the HVG identification methods based on the quality of clustering and dependence on the 
heteroscedacity. a) The x-axis displays various tools used for HVG identification. A blue line plot, aligned with the right y-
axis, shows the CH index. The histogram, corresponding to the left y-axis, presents the DB results, revealing a general inverse 
relationship between the CH index and DB values, highlighting differences in clustering efficacy. b) The x-axis again lists 
the tools. A blue line plot and right y-axis depicts the CH index. A purple line plot, alongside a histogram and left y-axis, 
shows the percentage overlap of HVGs with HEGs and LEGs. Notably, all datasets exhibited no overlap between LEGs and 
HVGs, with the exception being the Mair dataset.

Though multiple approaches are implemented to 
overcome heteroscedasticity, identification of lowly 
expressed genes (LEGs) still remains a daunting task 
in most of the methods [19, 20]. That is to say, no 
overlap was witnessed between lowly expressed 
genes (bottom x genes sorted by expression, where x 
is the number of HVGs returned by the respective 
method) and HVGs in all datasets, except in Mair 
(Figure 2b). However, such outcome might have been 
caused by low dimensionality of the dataset in 
question [17], [21].  

The extent of overlap differed significantly across 
the datasets, underscoring how the methods' 
effectiveness is greatly influenced by the specific 
nature and dimensionality of the data. For instance, 
SCHS showcased substantial highly expressed genes 
(HEGs) overlap within the Mair and HIV datasets, 
aligning with the earlier findings [9]. However, 
within datasets containing a larger number of genes, 
the observed overlap leaned towards the moderate. 

Only scLVM-based methods showed relatively 
consistent results, usually emerging as leaders in 
respect of HVG-HEGs overlap. On the other hand, 
M3Drop-based approaches exhibited relatively low 
overlap in most cases, possibly suggesting a reduced 
reliance on the variance (Figure 2b). 

3.2 Runtime 

In the realm of computational tool evaluation, 
runtime encapsulates efficiency and performance, 
shedding light on the methods’ scalability, resource 
utilisation, and overall responsiveness [22]. 

Figure 3: The runtime of the methods as indicated on the 
x-axis, with the y-axis representing the log-normalized
runtime values in seconds.

Overall, Scmap demonstrated the best results in 
terms of runtime, being within the top three fastest 
methods across all datasets (Figure 3). Notably, 
Scmap adeptly handles high-dimensional datasets, 
exhibiting a 46,6-fold increase in runtime in the 
Campbell dataset compared to Mair (Figure 4). 
Scanpy-based methods also exhibited relatively swift 
execution time among all datasets not relying much 
on the dimensionality of the provided datasets. 
Seurat- and scLVM-based approaches also performed 
with commendable speed. Moreover, the use of 
External RNA Controls Consortium (ERCCs) 
significantly enhanced the runtime of the latter 
(Figure 4).  

a) 

b)

Proceedings of the 11th International Conference on Applied Innovations in IT, (ICAIIT), November 2023 

62 



Figure 4: Runtime assessment of the investigated methods: a) Log-normalized analysis time for individual datasets. b) The 
heatmap visualises the log-normalised augmentation in runtime relative to the Mair dataset, which serves as the baseline with 
a runtime value of 1. 

Intriguingly, SCHS showed satisfactory outcomes 
across all datasets, other than the smallest Mair, 
where it performed with a strikingly low speed. 
M3Drop, on the other hand, distinctively 
underperformed on the high dimensional datasets. 
Incorporation of SIEVE substantially slowed down 
the performance of all methods used for comparison 
(Figure 3). 

3.3 General Clustering Evaluation 

Accurately identified HVGs should display distinct 
expression profiles across various cell populations or 
conditions. This specificity allows them to serve as 
valuable signatures for subsequent analyses. 
Consequently, metrics like cluster purity, 
heterogeneity and separation play a pivotal role in 
comparing and assessing different tools in this 
context. 

Considering the high dimensionality and 
complexity of data discussed, several clustering 
indices were assessed, assuring non-biased evaluation 
of the HVG identification methods. Remarkably, no 
single method exhibited consistent superiority or 
inferiority across all datasets, nor did any method 
demonstrate such performance across all indices 
(Figure 2a).  

M3Drop showcased the best results in the low-
dimensional Mair dataset, ranking top-3 in CH, DB 
and ARI metrics, though it struggled while dealing 
with Campbell data. M3Drop_Brennecke, on the 
other hand, was among the worst methods on the 
same Mair dataset. The evaluation of 
Scanpy_cell_ranger also differed tremendously, as it 
ended up having one of the lowest scores in Campbell 
and Buettner, while showing good outcome in Mair. 
Moreover, ERCCs utilisation heightened both the CH 
and DB scores in all methods, where it was applied. 
This intriguing observation warrants deeper 
investigations to discern the underlying reasons for 
this phenomenon, as, traditionally, a high CH score 
signifies improved clustering outcomes, whereas a 
high DB score indicates the opposite. 

Such divergence and somewhat chaos in the 
scores prove that methods’ performance strongly 
depend on the data used for analyses [10], [23] and, 
therefore, some standardised method of choosing the 
optimal tool should be developed. 

3.4 Average Score for Clustering 
Evaluation 

As explained in the previous chapter, systematic 
evaluation of HVG-based clustering is necessary. 
However, this task is challenging, since performance 

a) b) 
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significantly depends on type, volume, and 
complexity of the data provided. Consequently, an 
average score was calculated using the z-normalised 
results of all clustering-based metrics. Furthermore, 
in all indices except DB, a higher value indicates 
better clustering characteristics. To account for this, 
DB values were inverted.  

Figure 5: Average score of clustering-based metrics. The x-
axis illustrates the various tools, while the y-axis represents 
the z-normalized average scores of clustering-based 
metrics. 

Overall, the SCHS, scVEGs, and 
scanpy_seurat_v3 methods exhibited the highest 
performance (Figure 5) with their scores notably 
surpassing those of other tools (0,57-0,60 compared 
to 0,30 in the method ranked 4). ROGUE_n (log-
normalised counts), along with the SIEVE-
incorporated ROGUE, demonstrated commendable 
performance, securing ranks 4 and 5. However, the 
same cannot be said for pure ROGUE, as it achieved 
an average score of -0,18. 

Noteworthy, the incorporation of SIEVE 
improved performance only of the abovementioned 
ROGUE, as Seurat_vst and Seurat_disp exhibited a 
fall off in the average score. Scmap ended up with a 
moderate result of 0,11 and M3Drop underperformed 
(averaged score < 0) in all cases. 

However, it should be noted, that although the 
averaged normalised score is a convenient way for the 
basic comparison of methods, it cannot provide 
insights into the strengths and weaknesses of each 
exact method. Therefore, next steps are required to 
enable systematic overview of the HVG identification 
tools. 

4 CONCLUSIONS 

HVG identification is a vital component of single cell 
RNA-sequencing providing a comprehensive 
overview of gene expression patterns and a deeper 
comprehension of cellular heterogeneity. While 
numerous packages have been developed for this 
purpose, information pertaining to their performance 
remains limited: many evaluations have been 
conducted by the developers of these methods, 
introducing a potential conflict of interests. Hence, an 
independent assessment may come in handy for both 
scRNA-seq software developers and wet researchers 
who look for a suitable method to employ in their 
research. 

Remarkably, the outcomes exhibited significant 
discrepancies, not merely among methods 
themselves, but also in performance of a given 
method when applied to various datasets. However, 
these variations are in line with findings from other 
independent research studies in the field [6]. To name 
a few, M3Drop exhibited moderate to good 
performance in small datasets, but with the increase 
of data dimensionality it strongly underperformed 
both in terms of clustering and runtime. Similar trends 
were observed with Scanpy_cell_ranger. Conversely, 
SCHS runtime increased when analysing the Mair 
dataset, which has the lowest dimensionality. These 
divergences underscore the substantial influence of 
the analysed data's nature on the obtained results. 
Hence, consistently considering this aspect is crucial, 
and the development of a standardised data-driven 
assessment system is imperative to ensure effective 
and reliable analyses in the field. 
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APPENDIX 

For access to the code, supplementary data, and 
results pertaining to this research, please visit our 
GitHub repository at
https://github.com/RI3NO/HiVaGe. 
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